Energy-efficient routing protocol for wireless sensor networks based on progressive and concentric clusters
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ABSTRACT
Smart parking is common in contemporary cities. These smart parking lots are outfitted mostly with wireless sensor networks (WSNs), which are used to detect, monitor, and collect data on the availability status of all existing parking spaces in a given area. Sensors make up WSN, which may gather, process, and transmit informations to the sink. However, the power and communication limitations of the sensors have an effect on the performance and quality of the WSNs. The decrease in the battery and the energy of the nodes causes a decrease in the life of the nodes and also of the entire WSN network. In this article, we present a routing protocol that implements an efficient and robust algorithm allowing to maximize the energy dissipation of the sensors and to increase the lifetime of the WSN. In comparison to alternative parking lot management protocols already in use, the simulation results of the proposed protocol are effective and robust in terms of power consumption, data transmission reliability, and WSN network longevity.
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1. INTRODUCTION
With numerous applications in various facets of daily life, such as industrial control, environmental sensing, military operations, and parking management, the internet of things (IoT) has become a highly advanced and deployed technology in recent years [1]–[6]. The poor management of parking spaces in busy areas such as city centers, offices, and institutions has contributed to severe traffic congestion problems in many cities worldwide. To solve this problem, smart parking solutions have been implemented using wireless sensor networks (WSN) to detect available parking spaces and transmit the information to the sink (BS or sink) using either a direct transmission or multi-hop communication. These WSNs comprise wireless sensor nodes deployed within a parking area to collect and transmit necessary information.

The use of wireless communication in wireless sensor nodes can reduce their performance, quality, and lifespan due to energy consumption when the battery is low [7]–[9]. To solve this problem, clustering is the most popular and effective technique to increase the lifetime of the WSN. Clustering dramatically reduces network energy consumption and increases node lifetime by alternating the role of the cluster head (CH) among its cluster members [10]–[12].
The rest of the paper is structured as follows: an overview of related work is provided in section 2. In section 3, we give an overview of the suggested system. We describe in section 4 the characteristics of the proposed protocol, including these different parts. In section 5, we present the simulation of the suggested protocol and an analysis of its effectiveness. In the final section, the conclusions are represented.

2. RELATED WORK

In recent years, several algorithms and several protocols have been developed allowing sensors to create a cluster topology in order to minimize energy dissipation and increase the lifetime of the WSN network [13]–[15]. Energy-efficient-low energy adaptive clustering hierarchy (EE-LEACH) [16] is a routing protocol that allows sensor data to be aggregated and sent to the base station with the object of reducing power dissipation and increasing node lifetime and of the network. All sensor nodes in this article have the same capacity and similar properties.

Schaffer and Buttyán [17] propose a new routing protocol named panel, allowing to geographically divide the network into several clusters. This protocol chooses the cluster heads (CH) in each cluster in order to group and send all information from all cluster nodes to the sink node or base station. Hatamian et al. [18] presented a protocol based on the onion approach named centralized genetic clustering protocol (CGC) which reduces the energy consumption of CHs by dividing the entire network into several onion layers. Lamine [19], the communication modes of the single-hop and multi-hop wireless sensor network are used by the author to propose a hybrid routing strategy, which makes it possible to create a tree network topology whose sensors can send their data to the base station.

Wang et al. [20] proposed a clustering routing based on energy-efficient compressive detection (EECSR). The phases of cluster formation, spanning tree construction, and data collecting are all included in the EECSR. The process of choosing group leaders and joining member nodes to those leaders is carried out during the grouping phase. An exterior gateway routing protocol (EGRP) routing protocol algorithm based on mobile sinks has been proposed by the authors of the article [21]. This protocol uses two mobile sinks to receive all the data from the sensors available in the WSN network. The mobile sinks move in two overlapping orbits and stop to acquire data in intervals predetermined by the sensors.

The authors of the article [22] proposed a two-level cluster-based routing approach. There are two phases in the process. In the first phase, two types of nodes are chosen CH and bitcoin cash (BCH) according to their residual energy, their concentric placement, the distance to the BS. Clustering overhead is reduced by using BCHs. In the second phase of the protocol, each CH chooses its next hop to the base station taking into account the remaining energy, the number of existing clusters and the distance to the base station. Moon et al. [23], the authors propose a routing protocol that uses an algorithm that implements a star network topology so that nodes can send their data directly to the base station. Sharma et al. [24] proposed an efficient and robust mode-switched routing algorithm (MSGR) for wireless sensor networks that allows to partition the detection area into virtual grids of the same size in order to reduce the power consumption.

3. SYSTEM OVERVIEW

3.1. Network and radio models

To implement our routing protocol, we designed a WSN composed of M homogeneous sensors with a gateway serving as sinks deployed in a capture area. The sensors are denoted \( s_i \), where \( i \) is between 1 and \( N \), and are collectively called \( S = \{ s_1, s_2, \ldots, s_M \} \). The following are the network model's primary attributes: i) the nodes are inexpensive and don't require a lot of money to deploy; ii) the sensor nodes have limited energy resources; iii) power control can be utilized by nodes during data transmission; iv) the sensor nodes are immobile; and v) GSM or long-range communication systems are not integrated into the nodes for direct location transmission to the BS.

3.2. Energy consumption models

In WSNs, two transmission models are commonly used: free-space transmission and two-ray ground transmission [25]–[27]. Free space transmission occurs when the transmitter and receiver nodes are in a straight line of sight. However, when there isn't a direct way for transmission between the nodes and the electromagnetic wave must travel via multiple paths and at various times to reach the receiver, the two-ray ground transmission model is use [28]–[30]. Our proposed algorithm allows the base station to receive data from all network nodes by consuming different amounts of energy according to the proposed energy model, which is a revised version of [27]. The model includes the energy consumed to transmit data and the energy consumed to receive data by the sensors. Further, the threshold distance is calculated using (3).
\[ E_{\text{Rx}}(l, d) = \begin{cases} l \times (e_t + e_{fs} \times d^2) & d \leq d_{th} \\ l \times (e_t + e_{amp} \times d^2) & d > d_{th} \end{cases} \]

\[ d_{th} = \frac{e_{fs}}{\sqrt{e_{amp}}} \]

Where, \( l \) is data packet length, \( d \) is the node distance, \( e_t \) is the transmission energy, \( e_r \) is the energy consumed during the reception, \( e_{fs} \) is the energy consumed during transmission in free space, \( e_{amp} \) is the energy consumed during the amplification of the transmitted signal. \( d_{th} \) is the threshold distance illustrated in the following equation.

4. PROPOSED PROTOCOL

Our suggested protocol consists of three phases: i) collection of node positions and formation of clusters, ii) selection of cluster heads, and iii) data aggregation and transmission. These phases ensure efficient communication in the network by organizing nodes into clusters, optimizing energy consumption, and aggregating data for transmission.

4.1. Collection of node positions and formation of clusters

The network of sensors is divided into several concentric circular layers (L1, L2, ...) in the initial phase, all of which are centered on the base station. These levels are built up gradually, with the base station constituting the initial layer (Layer 1). To accomplish this, the base station (BS) sends a hello message to each node inside its boundary in an effort to transmit their coordinates. The BS divides Layer 1 into a number of sections (clusters) after obtaining these coordinates depending on the angular value \( \theta \) for each node and the quantity of clusters in each predetermined and changeable level during simulation. The following formula is used by the BS to get the corresponding angular value for each node in Layer 1.

\[ \theta_i = \begin{cases} \arctan \left( \frac{y_i - y_{BS}}{x_i - x_{BS}} \right) & y_i - y_{BS} > 0, x_i - x_{BS} > 0 \\ 180 - \arctan \left( \frac{y_i - y_{BS}}{x_i - x_{BS}} \right) & y_i - y_{BS} > 0, x_i - x_{BS} < 0 \\ 180 + \arctan \left( \frac{y_i - y_{BS}}{x_i - x_{BS}} \right) & y_i - y_{BS} < 0, x_i - x_{BS} < 0 \\ 360 - \arctan \left( \frac{y_i - y_{BS}}{x_i - x_{BS}} \right) & y_i - y_{BS} < 0, x_i - x_{BS} > 0 \end{cases} \]

Then the BS starts dividing the first layer into clusters \( \alpha \), whose parameter \( \alpha \) is the number of clusters in each layer using (5). From this moment, the BS sends a message to all nodes of the first layer which contains the cluster identifier so that each node knows in which cluster it belongs.

\[ \text{Cluster}_i \in [(i - 1) \times \beta, i \times \beta] i \in \{1, 2, ..., \alpha\} \]

\[ \beta = \frac{360}{\alpha} \]

Where, \( \alpha \) is the number of sections in each layer.

The proposed algorithm ensures that all nodes must belong to a cluster and a determined localization level. For this, the BS selects an intermediate node in each cluster of each level, which is the most distant node of each cluster, in order to collect the coordinates and the locations of the sensors. Then, the intermediate sensor then transmits a “hello” packet to all the sensors in its perimeter, asking them to send their coordinates. These nodes are those that are not part of any level or cluster and are chosen based on the strength of the received signal. After collecting all the positions, the intermediate node transmits them to its respective intermediate node which is in the lower location level to send them to the BS. When receiving new positions, the BS initiates the same process by sending messages to the newly discovered sensors with an incremented location layer value and the same section number as their corresponding intermediate sensor.
4.2. Selection of cluster head

Data transmission in the proposed algorithm is organized into clusters, where a CH is selected in each cluster to collect data from other sensors in the same cluster and forward it to the base station or another CH in a lower layer. Each sensor transmits a "hello" message with its ID, residual power, cluster ID, and position in order to choose the CH. The receiving nodes store this information in a neighborhood table and use it to calculate a parameter $Conc_i$ that determines the node’s concentric location in the cluster with respect to its neighbors, using (6).

$$Conc_i = \frac{\sqrt{\sum_{q=1}^{q} \sqrt{(x-x_i)^2 + (y-y_i)^2}}}{q}$$

Where,
- $q$=the number of neighbors.
- $(x, y)$=node coordinates.
- $(x_i, y_i)$=the coordinates of neighboring nodes, respectively.

Once the concentric locations have been determined, candidate nodes within each cluster exchange their weight values. In the current round, the highest weight is an essential parameter for the selection of the CH. Meanwhile, non-candidate sensors enter a low-power sleep state to conserve energy, awaiting a message from the CH indicating when it is time to begin transmitting data. The weight of each node is calculated using (7).

$$Weight_{Node_i} = \frac{Energy_{Current_i}}{Energy_{Max}} + \left(1 - \frac{Conc_i}{q \times d_{max}}\right)$$

Where,
- $Energy_{Current_i}$ are the residual energy of the node
- $Energy_{Max}$ are the maximum energy of the node when the battery is fully charged
- $d_{max}$ is the distance to the farthest node
- $q$ is the number of neighbors and
- $Conc_i$ is the concentric location.

4.3. Data aggregation and transmission

Once CHs have been selected, data transmission to the base station can begin. Communication between nodes in each cluster and their associated CHs is scheduled via the time division multiple access (TDMA) protocol within predetermined time windows. The base station or a lower-level intermediate CH node receives the data that has been collected and has been aggregated by the CHs. In order to maximize node energy layers, we developed an energy-efficient multi-hop communication technique for intercluster data transfer, taking into account residual energy and distances between nearby CH nodes and the BS. All nodes, including the CHs, are near to the sink for the first layer of localisation. Single-hop communication is used for the first level of these nodes’ communication to reduce energy usage.

There are a variety of pathways between close-by CHs and the base station on other layers via intercluster multi-hop communication. Each higher-level CH transmits a message with its location level and CH-id in order to choose the best paths. In response to this transmission, lower-level CHs relay their CH-id, position, level, and remaining energy. Formula (8) is used by CH nodes to calculate the weight of each neighboring CH in order to select the best neighboring CH for the following hop. The CH node selects the next closest CH with the highest weight and which belongs to the lower location level in order to send all the data of its cluster to the node sink.

$$Weight_{CH_j} = \frac{E_{CH_j}}{E_{avg}} + \frac{d(S_i, BS)}{d(S_i, BS) + d(S_i, S_j)} Level_i > Level_j$$

$$E_{avg} = \frac{\sum_{j=1}^{M} Energy_j}{M}$$

Where,
- $M$ is the number of neighboring CHs.
- $Energy_j$ is the residual energy of each neighboring CH.
- $d(S_i, BS)$ is the distance between the CH and the base station.
- $d(S_i, S_j)$ is the distance between the CH and the neighboring CH.
5. SIMULATION AND DISCUSSION

In this section, we will simulate our proposed protocol and also the results obtained. The proposed method was simulated using the NS2 network simulation software on an Ubuntu-Linux operating system and compared to the CGC method [18] and the MSGC method [24] taking into account the metrics and performance criteria, energy consumption, network lifetime and packet delivery rate, which are the most used parameters to evaluate and compare routing algorithms in wireless sensor networks. To concretize the comparison and obtain reliable and solid results, we evaluated all the protocols under the same conditions, see Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network area</td>
<td>200 x 200</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>50-400</td>
</tr>
<tr>
<td>BS location</td>
<td>50 x 50</td>
</tr>
<tr>
<td>Initial energy of sensor nodes</td>
<td>2j</td>
</tr>
<tr>
<td>Data packet size</td>
<td>500 bytes</td>
</tr>
<tr>
<td>Simulation time</td>
<td>600s</td>
</tr>
<tr>
<td>Communication range of each sensor node</td>
<td>30m</td>
</tr>
<tr>
<td>α (Number of clusters per level)</td>
<td>8</td>
</tr>
</tbody>
</table>

Figure 1 simulation results show that the proposed algorithm uses less power on average than the CGC and multi-scale grid clustering (MSGC) methods. In fact, a CH is chosen in each sector of the area of interest utilizing progressively concentric layers. Power consumption is decreased since the data is transmitted directly to the cluster heads CHs, which are near to the nodes. The data is subsequently sent to the base station by the CHs utilizing multi-hop transmission. There is no need to waste time or effort looking for routes because the paths for information flow have already been defined.

The rate of packet delivery rises as the ratio of packets sent to packets received rises. Figure 2 displays the packet delivery rates for the proposed, CGC, and MSGC techniques. Comparing the suggested method to the other ways, the figure demonstrates a notable rise in packet delivery rate as the number of nodes grows. This is due to the network's stratification and sector division, which allows for the redetermination of the pathways and the structured, gradual transmission of data across the location levels and clusters to the base station. Without the requirement for route discovery, data is routinely routed to the base station along preset paths, reducing the likelihood of packet collision and significantly increasing packet delivery rate.
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As shown in Figure 3, the suggested method has been demonstrated to enhance the number of active nodes in the network when compared to the CGC and MSGC methods. In order to reduce the power consumption of member nodes, CHs, and intermediary nodes while also boosting load balancing and extending network lifetime, clustering, load balancing, and merging techniques are used. The suggested algorithm's results show how well it works to keep power consumption levels constant between different nodes, extending the period until the first node fails and lengthening the lifespan of the network as a whole. Based on the simulation and the outcomes of the suggested method, the packet delivery rate, average power consumption, and number of active sensors of the suggested algorithm were better than those of existing methods.

6. CONCLUSION

The main objective of routing protocols is to choose an energy-efficient path in order to transmit all the data from the wireless sensor network to the base station. Our algorithm solves this problem by dividing the network into several concentric circular levels around the base station, each level of which there are eight clusters of the same size. In terms of the performance metrics and criteria employed in our paper, the proposed protocol could be further improved by incorporating energy-efficient communications technologies such as long range (LoRa) by implementing dynamic clusters that respond to node density at each location level to produce a flexible and dynamic structure for large-scale WSN networks. Our approach allows to organize the network in levels, which facilitates its extension according to growing needs. If the network
needs expansion, just add a new level of circular clusters around the base station. In addition, the division into concentric levels offers increased redundancy and resilience. If one cluster or tier is affected by a failure, other clusters and tiers can continue to operate without interruption, ensuring continued connectivity and improved network reliability. In a future work, we will carry out a more in-depth study to determine the optimal size of the clusters in each circular level. This can be based on criteria such as node density, traffic requirements, and resource constraints. A well-optimized cluster size can improve communication efficiency and resource management for large WSN networks.
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