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 The development of physical architecture standards for very large scale 

integration (VLSI) single and multichip platforms is still in its early stages. 

To deal with the growing complexity of modern VLSI systems, it has 

become common practice to split large circuit architectures into smaller, 

easier-to-manage sub-circuits. Circuit partitioning improves parallel 

modeling, testing, and system performance by lowering chip size, number of 

components and interconnects, wire length (WL), and delays. VLSI 

partitioning's primary goal is to split a circuit into smaller blocks with as few 

connections as possible between them. This is frequently accomplished by 

recursive bi-partitioning until the required complexity level is reached. Thus, 

partitioning is a fundamental circuit design challenge. An efficient remedy 

that offers a heuristic method that explores the design space to iteratively 

enhance outcomes is evolutionary computation. In order to minimize WL, 

area, and interconnections, we provide an optimized simulated annealing 

memetic algorithm (OSAMA) that combines local search methods with 

evolutionary tactics. The efficiency of the method was evaluated using 

criteria like runtime, cost, delay, area, and WL. OSAMA's ability for 

effective partitioning is demonstrated by experimental results, which 

confirm that it dramatically lowers important design parameters in VLSI 

circuits. 
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1. INTRODUCTION 

The integrated circuits (IC) known as very large scale integration (VLSI) circuits contain multiple 

transistors and other electronic components on an individual chip. Such circuits, which are frequently found 

in electronic gadgets that range from computers and cell phones to industrial equipment and automobiles, are 

created to carry out particular occupations or activities. In enabling the development of more advanced and 

potent electronic components, VLSI technology has played a crucial role in changing the electronics 

sector [1]. Modern technology has benefited greatly from the breakthroughs in computer, networking, and 

consumer electronics that VLSI circuits have made possible. Moore's Law has directed the constant 

advancement of VLSI technology, which has resulted in ever-increasing processing power and efficiency, 

enabling the development of complex electronic gadgets that are now an essential component of daily life 

[2]. The division of circuits into simpler and smaller components is an essential and crucial stage in VLSI 

architecture. To achieve optimal efficiency, save area and electrical consumption, and mitigate probable 

timing problems throughout chip design, circuit partitioning is essential. As technologies develop, VLSI 

circuit complexity rises, necessitating increasingly advanced partition strategies to satisfy the demanding 

https://creativecommons.org/licenses/by-sa/4.0/
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requirements of contemporary electrical devices [3]. An innovative shift in the power sector regarding “ICs” 

with higher interconnections and complexities has been brought about by the growth of VLSI circuitry. Since 

chip density increases, a range of challenging issues emerge that require being handled from the outset of the 

development phase, such as architecture clarity, evaluation, increased prevention, and optimal utilization of 

interconnects [4]. To manage these difficulties, improved design of physical tools is necessary. One of the 

most significant steps in the actual construction of circuits based on VLSI is the division of the netlist. To 

make planning, laying out, and testing easier, an electronic device is divided into smaller units called sub 

circuits [5]. Architecture design, logic design, practical layout, physical design, circuit design, packaging, and 

manufactureare the 8 interconnected stages of the VLSI design process. A summary requirement serves as 

the starting point of the process, and a complex layout that could have been tested, evaluated, and put into 

practice serves as the final product. This stage involves evaluating and adjusting the design's requirements 

about factors including performance, operability, manufacturing technology, and physical size [6]. This 

design level produces a register transfer level (RTL) description that is specified in a hardware description 

language (HDL). The employment of semiconductors, logic gates, wire, and other components is addressed 

at the development stage of the circuit design procedure. During the circuit design, the physical design level 

provides the circuit structure and converts it into an architectural specification. The next part goes into detail 

about this level. The design is then sent for manufacture, packaging, and testing of the IC as the following 

stage of design, to ensure that the system's requirements and standards have been fulfilled [7]. Reducing the 

number of exterior wires connecting each partition is an essential goal of the partitioned procedure. The 

following phase after partitioning is the design of floors and placement. The exact position of each of the 

sub-circuit elements within every partition is evaluated at this vantage point. The objectives of floor planning 

and installation are to arrange the elements in a manner that reduces the area by properly organizing their 

placement and to satisfy the practical requirements for the interconnectivity region. The result is sent to 

routing, where connections between the parts located inside partitions are made. The process of routing can 

be characterized as one that chooses the most efficient paths within a given routing region to connect the 

elements across or between partitions [8]. 

Oliveira et al. [9] conducted a thorough comparison of four partitioning tools, digging into how they 

fare on real-world benchmarks. Various hyper graph and edge-weighting diagram layout strategies are 

considered as they explore graph and hyper graph partitioning. Most VLSI computer-aided design  

(CAD) methods deal with NP-hard problems and have trouble scaling with larger and larger circuits. 

Rajeswari et al. [10] detailed how the genetic algorithm can be used to find the best solution with the fewest 

possible repetitions by the strategic use of controllable evolution at various phases and to do it in a way that 

has the least possible effect on the optimization outcome while maintaining a strong framework. Since the 

complexity of VLSI design has increased in tandem with its rapid development, they need new methods of 

miniaturized that require minimal human input. 

Thakur et al. [11] introduced a simulation tool and methodology for performing quick direct current 

analysis of VLSI-based metal–oxide–semiconductor field-effect transistor circuits. A VLSI-based circuit's 

time-domain evaluation is calculated using a discrete constant pulse estimation. Luo et al. [12] provided a net 

clustering-based coarsening approach for k-way hypergraph division when network segmentation is 

employed to create a collection of beginning vertex with increased intrinsic similarities. VLSI circuit 

designing as well as other operations frequently employ hypergraph partitioning to lessen computational 

complexity in light of the ever-increasing size of semiconductor circuits. Lin et al. [13] presented an 

innovative approach in which the aim variable is no longer the biggest area of the boxes but rather their 

greatest diameter. The degenerate condition when certain rectangles' regions vanish could be problematic for 

this area-based paradigm. In the context of VLSI physical architecture, this scenario is irrelevant.  

Rodriguez et al. [14] focused on reducing the maximum path delay to its absolute minimum. Circuit 

partitioning for VLSI design is just one application of hypergraph partition. Such solutions perform by 

minimizing a min-cut function in which the number of hyperedges that must be cut is minimized. 

Sebak et al. [15] suggested a heuristic method for locating a near-optimal VLSI circuit arrangement. 

The algorithm begins with a greedy starting position before beginning the iterative simulated annealing (SA) 

enhancement. Rajeswari et al. [16] provided a physical design that is a crucial part of VLSI circuit design 

since it determines how the circuit will be implemented on the chip. When designing an IC, the floorplan is 

used as a guide to determine where various components will go on the chip. Srinivasan et al. [17] provided 

an assessment of the architectural factors that can be used to lessen congestion throughout circuit 

manufacturing if utilized alongside the current architecture and optimization method used in the design of 

circuits engineering. 

Lakshmanna et al. [18] provided a generic approach to translating the optimization of parameters 

into an application of reinforcement learning. Modern electronic design automation tools and VLSI physical 

layout could benefit from the automation of such variable settings for power-performance-area optimization. 
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Agnesina et al. [19] suggested a system for image-based generative learning for electrostatic analysis for 

estimating VLSI dielectric aging. VLSI dependability along with high-speed design of circuits depends on 

electromagnetic analysis that determines the potential of electricity and electrical field.  

Lamichhane et al. [20] intended to investigate different techniques that add to the problem of controlling 

aligning constraints, such as great position, ideal location, and quick run time. Utilizing optimization 

techniques, a study on the actual design of VLSI design is conducted to increase the performance of VLSI 

chips. Hussain and Kishore [21] demonstrated potential research possibilities and briefly explains relevant 

optimization methods and models that are frequently utilized in VLSI worldwide deployment. In the physical 

design of VLSI, location is one of the most important steps that affects how well later stages work. 

Rajeswari and Chandra [22] suggested a successful lossless embedded compression (EC) technique 

to reduce memory bandwidth while maintaining visual quality. By using higher display resolution and pixel 

stages, the requirement for quality of vision has increased. However, in a video coding scheme, these two 

problems have greatly increased the bandwidth of memory. Lee et al. [23] addressed the issue of the growing 

complexity of VLSI chips. A large worldwide networking issue still exists with a trade-off between energy 

consumption and connectivity delay as a side effect of progress in the optimization of circuits using VLSI, 

which involves shrinking chip size from the micrometre to the nanoscale level and fabricating billions of 

devices on one semiconductor die. Nath et al. [24] presented an aggressive strategy for determining the 

starting design that may be applied by computerized annealing subsequently that uses a B* tree as the 

beginning design. The initial stage of VLSI construction is design [25]. 

The purpose of VLSI partitioning is to divide the circuit into numerous smaller circuits with few 

connections in between; this study proposes optimum partitions the VLSI circuit design using an optimised 

simulated annealing memetic algorithm (OSAMA) algorithm; the OSAMA algorithm's goal of reducing 

partitioning delay, reducing floor planning area, and reducing floor planning delay. The rest of the paper is 

organized as follows: section 2 illustrates circuit partitioning problem statement in VLSI circuits. Section 3 

portrays the collection of data. The suggested circuit partitions and floor design in VLSI circuits utilizing the 

OSAMA algorithm is illustrated in section 3. Section 4 concludes this paper. 

 

 

2. RESEARCH METHOD  

2.1.  Circuit partitioning issue solution  

Graph partitioning issues are a typical notation for cases of circuit partitioning. Conventional 

mathematical representations of circuits are graphs, where nodes stand for individual circuit elements and 

edges reflect the relationships between components in Figure 1. 

 

 

 
 

Figure 1. A logic circuit [16] 

 

 

The following is a statement of the partitioning problem based on the graph concept: find  

𝑆 = (𝐶, 𝐴) for the vertices to 𝑐 ∈  𝐶through dimensions 𝑔(𝑐) related by border boundaries 𝑎 ∈ 𝐴 with 

masses 𝑢(𝑎) are divided into 𝑟 subsets 𝐶1, 𝐶2, … , 𝐶𝑟 with ⋃ 𝐶𝑗 = 𝐶𝑟
𝑗=1 𝑎𝑛𝑑 𝐶𝑗  ∩  𝐶𝑖 =  0 𝑓 𝑜𝑟 𝑗 ≠  𝑖. It is 

possible to cut particular relations to divide the circuit depicted in Figure 2 into k subsets. The cost of the two 

partitions is the relevant metric, and it may be written as (1): 

 

𝑐𝑜𝑠𝑡 = ∑ ∑ 𝑉𝑗𝑖
𝑟
𝑖=1

𝑟
𝑗=1 , where 𝑗 ≠ 𝑖 (1) 

 

Dividing a collection into exactly two separate parts is the simplest possible partition problem. In 

contrast, the complexity of this example is already excessive despite identical nodes and unit border masses. 

Indeed, given a system with 2 m nodes, the number of neutral bipartitions is: 
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∑ 𝑛𝑗 =𝑟
𝑗=0 ∑ 𝑚𝑖

𝑟
𝑖=0  (2) 

 

Where, 𝑗 and 𝑖 the vertices of edges need to be labelled and 𝑛𝑗 and 𝑚𝑖 are listings of nodes in each partition. 

Gain 𝛥𝑠(𝐶, 𝑈) in the process of exchanging two nodes 𝐶 and 𝑈 is the overall savings from this kind of 

trading rise. A positive outcome (𝛥𝑠 > 0) suggests a lessening of cost-cutting measures, contrasted with a 

positive loss (𝛥𝑠 < 0)suggests a rise in value. The benefit of exchanging nodes C and W is: 

 

𝛥𝑠(𝐶, 𝑈) = 𝐽𝑐 + 𝐽𝑢 − 2𝑎(𝐶, 𝑈) (3) 

 

𝐽𝑐 and 𝐽𝑢 increase at nodes C and U, and their equivalent nodes, and 𝑎(𝐶, 𝑈) represents the importance of the 

relationship among nodes C and U. In the event where C and U share an edge 𝑎(𝐶, 𝑈) = 1; else, 𝑎(𝐶, 𝑈) = 0. 

 

 

 
 

Figure 2. A graphical representation of the logic circuit [16] 

 

 

The maximum gain a pair contributes in a particular phase with all possible node swapping is indicated 

by 𝛥𝑠𝑚𝑎𝑥. If each partition contains r nodes, then, the sum of all possible hops between nodes is 𝑟2. Thus, 

 

𝛥𝑠𝑚𝑎𝑥 = max(𝛥𝑠𝑗),where𝑗 = 1,2, … 𝑟2 (4) 

 

again, listing each partition and selecting the best one is impracticable for moderate quantities of n in (4), and 

it approaches difficult in greater circuits. Algorithms using heuristics are a useful tool for dealing with such 

issues. These algorithms typically produce an approach that is not optimal but is quick and easy to 

implement. All of these algorithms produce the same solutions to any specific problem. Stochastic 

algorithms, which depend on chance, produce different results for the same issue with each iteration. Various 

common partition issues can be solved using known stochastic techniques [16]. 

 

2.2.  Data collection 

To get rid of these two problems, it was proposed to employ a rank-based k-medoid technique in 

which the algorithm is prevented from locating local optimum sites at the beginning. Furthermore, the best 

clustering technique for large datasets was discovered to be the k-medoid method [26]. 

 

2.3.  Optimised simulated annealing memetic algorithm  

Both SA and memetic algorithms (MA) are optimization methods for locating approximations of 

solutions to challenging issues. To improve the search capabilities and effectiveness of the optimization 

process, an OSAMA can be created by combining these two methods. SA mimics cooling material to a low-

energy state and is modelled after the metallurgical annealing procedure. It probabilistically searches the 

solution space and gradually progresses towards better solutions, allowing for sporadic uphill climbs to avoid 

local maxima. OSAMA is particularly well-suited for addressing issues with harsh and multimodal terrain 

thanks to this hybrid approach's ability to balance exploration and exploitation efficiently. 

 

2.4.  Simulated annealing 

A probabilistic approach recurrent group of techniques includes SA. The metallic substance 

annealing process is modelled by this technique. The material is heated to extreme temperatures, providing the 

atoms with enough force to break their connections and allow permitted for movement. The metallic material 
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is then gradually melted to room temperature over its electrons to begin to crystallize in a highly organized 

condition. If we relate the division challenge with the technique of annealing, then achieving the global ideal, 

which includes the lowest cost, is analogous to achieving an efficient crystal framework. A basis, or condition, 

with a related expense in an equal-way divided problem, is the allocation of a circuit across two identical 

blocks. The local neighbor of a certain state G is represented by all other partitions created by switching 

elements between the partitions. The worst solution must occasionally be accepted to depart from the local 

optimal F to reach the worldwide optimal level S. A state with the lowest cost is certainly the worldwide 

optimal. The technique for simulating annealing examines the annealing procedure at a specific temperature, 

D. Initial division occurs to start the procedure. Go, at a starting temperature doconsequently; as the procedure 

progresses, the temperature is gradually lowered in a geometrical development: 

 

𝐷𝑗 = 𝛼. 𝐷𝑗−1𝛼 < 1 (5) 

 

a recent partition 𝑁𝑒𝑤𝐺 is gained at every temperature 𝐷𝑗 , and its cost, 𝐶𝑜𝑠𝑡(𝑁𝑒𝑤𝐺) is related to the prior 

cost, 𝐶𝑜𝑠𝑡(𝐺). 

 

𝐶𝑜𝑠𝑡(𝑁𝑒𝑤𝐺) − 𝐶𝑜𝑠𝑡(𝐺) ≈ ∆𝑧 (6) 

 

if the current value is beneficial, ∆𝑧 < 𝐼 a novel method is accepted, if otherwise, then 𝑘 is chosen randomly. 

 

𝑘 = 𝑅𝐴𝑁𝐷𝑂𝑀(0,1) (7) 

 

𝑘 < 𝑒𝑥𝑝 (−
∆𝑧

𝐷
) the mediocre answer will be accepted. The probability of the worst split being chosen is 

expressed as (8): 

 

𝐵 = 𝑒𝑥𝑝 (−
∆𝑧

𝐷
) (8) 

 

annealing at different temperatures increases the probability of different outcomes, 

 

𝐷 → ∞𝐵 → 1 

𝐷 → 0𝐵 → 0 

 

The probability it is that the cheaper (more expensive) split is going to be chosen is represented by 

the parameter 𝐵. The probability of occurring is expressed as an expression of two independent variables: the 

temperature 𝐷 and the expense parameter variance ∆𝑧. Since the method takes time at each temperature, it 

will be performed multiple times at each setting. Time can be adjusted when temperatures drop according to: 

 

𝑇𝑖𝑚𝑒 = 𝑇𝑖𝑚𝑒 + 𝑁 (9) 

 

We predicted the amount of time spent at each temperature using (9) with parameter 𝑁. What this 

means for us is the number of computations to be performed at various temperatures. There will be 𝑁 

iterations of the computation performed at the same temperature D during each moment. 

 

2.5.  Memetic algorithm 

MAs are a type of evolutionary optimization that utilizes both GA and LS ideas. When applied to 

difficult optimization issues, like those found in VLSI design, these techniques excel. Successful applications 

of MA in the context of VLSI have included circuit segmentation, placement, routing, and floor planning. As 

the complexities of VLSI circuits continue to grow, they are ideally equipped to meet the difficulties they 

provide because of their capacity for combining worldwide exploration with local improvement. Algorithm 1 

offers a general MA. 

 

Algorithm 1. MA 

Input:Variables Issue, and Limitations 

Begin 

Population ← 𝐼𝑛𝑖𝑡𝑃𝑜𝑝(Parameters, Constraints); 

     Repeat 

 Fitness ← 𝑙(𝑃𝑜𝑝𝑢𝑙𝑡𝑖𝑜𝑛); 
𝑃𝑜𝑝𝐶𝑟𝑜𝑠𝑠 ← 𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟(𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛):  
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𝑃𝑜𝑝𝑀𝑢𝑡 ← 𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛(𝑃𝑜𝑝𝐶𝑟𝑜𝑠𝑠)  

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 ← 𝐿𝑜𝑐𝑎𝑙𝑆𝑒𝑎𝑟𝑐ℎ( 𝑃𝑜𝑝𝑀𝑢𝑡);  

Until (Termination Criteria Satisfied): 

End 

Output:Ind* (Best Individual) 

Take into account two spaces, G (for searching phenotypes) and V (for representing genotypes). 

 

𝜌: 𝐺 → 𝑉 (10) 

 

This is a graphical operation that, responded to G, finds the corresponding chromosome in V. 

During this paper, we shall believe that b is injected despite being surjective. Let l represent the fitness 

function, which may be thought of as a mapping for our purposes: 

 

𝑙: 𝑉 → 𝕜+ (11) 

 

assuming maximum fitness as the goal, we shall refer to the set of global optimums as V*⸦V. 

Consider O to be a unary stochastic operator acting on V. For the time being, the stochastic 

component of such an operator can be accommodated by introducing a control O, from which a control 

parameter is drawn to determine which of the possible moves occurs. To change the jth bit of a binary string, 

for instance, one can employ a mask of bits as a parameter for control by setting that bit to 1 at position j. The 

resulting functional form of O will appear: 

 

𝒪: 𝐺 × ℛ𝒪 → 𝐺 (12) 

 

𝑦 ∈ 𝑉 will be considered locally optimal in terms of O, or 𝒪 − 𝑜𝑝𝑡, if an individual utilization of O cannot 

produce a chromosome using it that is fitter than y, 

 

∀ℛ𝜖ℛ𝒪 : 𝑙(𝒪(𝑦, 𝑟)) ≤ 𝑙(𝑦) (13) 

 

let V*⸦V be the set of o-opt chromosomes in V, 

 

𝑉𝒪∆{𝑦 ∈ 𝑉|𝑦𝑖𝑠𝒪 − 𝑜𝑝𝑡} (14) 

 

when applied to the problem of optimizing l over V, a genetic algorithm seeks to achieve a certain goal, such 

as discovering some or all optimum solutions in V* or rapidly improving approaching fitter chromosomes. 

The actual reality is, for every operator O on moves, therefore, recasting the search over V is acceptable. To 

define a hill-climber, we need an illustration space V, a move operation O, and a subspace V* of local 

optimums, and we will say that any stochastic, parameterized operation that, provided a chromosome 

V*⸦Vo, reaches the local optimum is a hill-climber,obtains a Vo-local optimal solution, 

 

𝒵: 𝑉ℛ𝒵 → 𝑉𝒪 (15) 

 

keep in mind that, while this is typically the scenario in behavior, there is no stipulation that the returning 

solution be near the initial solution. Typically, MA create offspring by recombining chromosomes from two 

parents and then introducing a little amount of random mutation. 

 

𝑌: 𝑉 × 𝑉 × ℛ𝑌 → 𝑉 (16) 

 

Is the operator for the recombining operator: 

 

𝒩: 𝑉 × ℛ𝒩 → 𝑉 (17) 

 

the role does mutation have in the reproductive process of genes assuming that Ks is determined by the sum 

of mutations and a process of, 𝒦𝑠 = 𝑁𝑜𝑌: 

 

𝒦𝑠: 𝑉 × 𝑉 × ℛ𝒩 × ℛ𝑌 → 𝑉 (18) 

 

defined by: 
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𝒦𝑠(𝑦, 𝑥, ℛ𝒩 , ℛ𝑌)∆𝒩(𝑌(𝑦, 𝑥, ℛ𝑌), ℛ𝒩) (19) 

 

the hilA-climber Z is added to 𝒦𝑠 for further composition, plus limited to 𝑉𝒪, a mechanism for memetic 

propagation 𝒦𝑛∆Z o𝑁𝑜𝑌 results, 

 

ℛ𝑛: 𝑉𝒪 × 𝑉𝒪 × ℛ𝒵 × ℛ𝒩 × ℛ𝑌 → 𝑉𝒪 (20) 

defined by: 
 

𝒦𝑛(𝑦, 𝑥, ℛ𝒵 , ℛ𝒩 , ℛ𝑌)∆𝒵(𝒩(𝑦, 𝑥, ℛ𝑌), ℛ𝒩), ℛ𝒵) (21) 

 

 

3. RESULTS AND DISCUSSION  

The suggested method OSAMA methodological approach in comparison to existing models, like 

“parallel particle swarm optimization with sequence pair (P-PSO-OPFP) [26], nature-inspired hybrid 

optimization algorithm (BIOA-OPFP) [27], fixed-outline floor planning (LOA-OPFP) [28], and hybrid  

bio-inspired whale optimization and adaptive bird swarm optimization optimal partitioning and floorplanning 

(Hyb-BI-WO-ABSO-OPFP) [29]” techniques, all calculated with the benchmark. The S1196 and S1238 and 

the S3350 and the S8378 benchmark circuits (BC) are used in this study. The design parameters are then used 

to generate evaluation metrics such as “area, wire length (WL), delay, speed, and power value”. Table 1 

displays the simulation parameters. Minimizing routing WL and minimizing dead area on the floor layout is a 

couple of ways in which costs can be reduced when designing VLSI circuits. 

 

 

Table 1. Simulation parameters [16] 
Parameter Value 

Maximum value +1 

BC 4 
Minimum value -1 

Number of iteration 500 

Random number (0,1) 

 

 

3.1.  Power usage 

VLSI power use is the quantity of energy used by electronic components on a chip, such as ICs. 

Reducing power usage is simplified by designs that use less energy, smart power management strategies, and 

the use of more energy-efficient components. For economic and ecological reasons, it is crucial to limit 

electricity consumption. The comparison of power usage values for the BC is shown in Figure 3 and Table 2. 

For the S1196 BC, the proposed OSAMA technique achieved reductions in power usage of 25.38%, 29.65%, 

30.24%, and 35.24%, power usage was reduced by 36.24%, 30.27%, 37.59%, and 36.52% for the S1238 BC, 

power usagein the S3350 BC is reduced by 25.34%, 32.56%, 41.28%, and 25.64%, the S8378 BCreduces 

power usage by 29.65%, 31.07%, 32.56%, and 26.35% as compared to the existing techniques, like  

(P-PSO-OPFP, BIOA-OPFP, LOA-OPFP, and Hyb-BI-WO-ABSO-OPFP). Comparing the present method to 

the previous one, this particular methods uses fewer watts of power. 

 

 

 
 

Figure 3. Power usage value comparison 
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Table 2. Comparison of power usage 
Methods S1196 (%) S1238 (%) S3350 (%) S8378 (%) 

P-PSO-OPFP 25.38 36.24 25.34 29.65 
BIOA-OPFP 29.65 30.27 32.56 31.07 

LOA-OPFP 30.24 37.59 41.28 32.56 

Hyb-BI-WO-ABSO-OPFP 35.24 36.52 25.64 26.35 

OSAMA [proposed] 23.16 29.45 22.33 23.19 

 

 

3.2.  Speed  

The speed performance of a VLSI circuit or electronic system measures how rapidly information 

can be processed and delivered. It is a fundamental part of VLSI design, specifically for high-speed 

processing devices like microprocessors, DSPs, and RF communications systems. The comparison of speed 

values for the BC is displayed in Figure 4 and Table 3. The suggested OSAMA approach has improved speed 

for the S1196 BC by 332.08%, 41.27%, 28.57%, and 44.20%, S1238 BC, the speed increases are 26.54%, 

30.24%, 22.15%, and 33.05%, S3350 BC speed improvements of 33.28%, 36.58%, 25.89%, and 41.78%, 

The S8378 BC achieved gains of 32.15%, 32.54%, 39.54%, and 41.76% in speed, where compared to 

existing techniques as (P-PSO-OPFP, BIOA-OPFP, LOA-OPFP, and Hyb-BI-WO-ABSO-OPFP). When 

compared to the current method, the proposed method's speed is much faster. 

 

 

 
 

Figure 4. The benchmark speed comparison 

 

 

Table 3. Comparison of speed 
Methods S1196 (%) S1238 (%) S3350 (%) S8378 (%) 

P-PSO-OPFP 32.08 26.54 33.28 32.15 

BIOA-OPFP 41.27 30.24 36.58 32.54 

LOA-OPFP 28.57 22.15 25.89 39.54 
Hyb-BI-WO-ABSO-OPFP 44.20 33.05 41.78 41.76 

OSAMA [proposed] 49.51 36.47 38.17 52.34 

 

 

3.3.  Wire length  

At partition, boundaries are located in the components that are connected to other components that 

are located in different partitions. Strongly connected parts of a partition are additionally placed adjacent to 

one another to reduce the WL. The comparison of the WL values for the BC is shown in Figure 5 and  

Table 4. For the S1196 BC, the suggested OSAMA technique achieved WL reductions of 30.27%, 29.68%, 

44.28%, and 32.57%, reduced WLs of 26.35%, 32.05%, 36.05%, and 21.05% for the S1238 BC, S3350 BC, 

the WL was reduced by 22.38%, 34.58%, 23.58%, and 20.18%, reduced WL for the S8378 BC of 33.65%, 

29.56%, 35.67%, and 27.48% compared to the current approaches, for example, (P-PSO-OPFP,  

BIOA-OPFP, LOA-OPFP, and Hyb-BI-WO-ABSO-OPFP). 
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Figure 5. Comparison of the benchmark WL values 

 

 

Table 4. Comparison of WL 
Methods S1196 (%) S1238 (%) S3350 (%) S8378 (%) 

P-PSO-OPFP 30.27 26.35 22.38 33.65 

BIOA-OPFP 29.68 32.05 34.58 29.56 
LOA-OPFP 44.28 36.05 23.58 35.67 

Hyb-BI-WO-ABSO-OPFP 32.57 21.05 20.18 27.48 

OSAMA [proposed] 26.65 20.18 17.64 25.16 

 

 

4. CONCLUSION  

VLSI chips contain numerous transistors and other electrical components. The challenge of dividing 

VLSI circuits is critical and difficult to the design and execution of IC. Partitioning is the technique of 

dividing a big circuit into more manageable sections to better optimize its performance metrics and design 

goals. In this research, we show that the OSAMA may be used to generate optimal results for layout and 

partitioning for VLSI. The S1196, S1238, S3350, and S8378 BCs were used in the benchmark evaluation. 

The proposed OSAMA algorithm can 23.16%, 29.45%, 22.33%, and 23.19% power usage is low, 49.51%, 

36.47%, 38.17%, and 52.34% greater speed, 26.65%, 20.18%, 17.64%, and 25.16% shorter wiring distance 

for the BC compared to traditional techniques. This research aimed to improve upon previous efforts at 

outcome prediction for floor plans by utilizing an area, WL measure. In a further development, we are 

changing to dynamic community detection or overlapping community detection. 
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