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 In recent years, field programmable gate array (FPGA) have been used in 

many internet of things (IoT) devices and are equipped with cryptographic 

circuits to ensure security. However, they are exposed to the risk of 

cryptographic keys being stolen by side-channel attacks. Countermeasures 

against side-channel attacks have been developed, but they are becoming 

more of a threat to IoT devices due to the diversity of attacks. Therefore, it is 

necessary to understand the basic characteristics of side-channel attacks. 

Therefore, this study clarifies the relationship between two timing issues, the 

clock period of the circuit and the power sampling interval, and the amount 

of side-channel leakage. We design seven advanced encryption standard 

(AES) circuits with different clock periods and conduct empirical 

experiments using logic simulations to clarify the correlation between the 

two timings and the amount of side-channel leakage. T-test is used to 

evaluate the leakage amount, which is evaluated based on four metrics. From 

the results, we argue that the clock period and sampling interval do not 

interfere with each other in the side-channel leakage amount. 
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1. INTRODUCTION 

In recent years, field programmable gate array (FPGA) have been used as internet of things (IoT) 

devices due to their low power consumption and low cost, and have greatly benefited our lives [1]–[3]. IoT 

devices are connected to the internet and used to communicate between devices and connect to the cloud. 

They handle some important sensitive information and can be attacked from outside. Therefore, they are 

equipped with cryptographic circuits such as AES to protect the information [4]. AES [5], [6] is an 

abbreviation for advanced encryption standard, an algorithm used to encrypt communication data in wireless 

local area network (LAN). AES was approved by National Institute of Standards and Technology (NIST) in 

2001 and has been used as a standard ever since. A cryptographic circuit is a specific transformation applied 

to some information to make it difficult to infer the information. However, cryptographic circuits can have 

their cryptographic keys stolen through side-channel attacks. Side-channel attacks are attacks that identify 

cryptographic keys by applying statistical processing based on physical information leaked from 

cryptographic circuits. Among them, the power analysis attack, which estimates the cryptographic key from 

the power consumption caused by providing input to the cryptographic circuit, is one of the most dangerous 

side-channel attacks [7], [8]. Research on countermeasures against side-channel attacks has been widely 

conducted. Masking techniques [9] prevent attackers from observing sensitive information by inserting 
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random numbers during encryption. This technique makes the system resistant to existing side-channel 

attacks but vulnerable to new types of attacks [10]. On the attacker side, Schellenberg et al. [11] successfully 

analyzes power remotely, indicating the threat of diversifying side-channel attacks.  

Therefore, side-channel attacks are a threat in IoT devices. In order to counter these attacks, it is 

necessary to clarify the basic characteristics of side-channel attacks. Timing issues are the basic 

characteristics of side-channel attacks that have not been elucidated. Timing issues are defined as timings of 

clock period and timings of sampling interval. Since power analysis attacks use a large number of power 

reports obtained at certain intervals, the amount of leakage differs with different power sampling intervals. In 

addition, since the power consumption of a circuit changes with the timing of clock changes, different clock 

periods will change the power reports, and side-channel attack leakage will change. Therefore, this paper 

evaluates the impact of two timings of the AES circuit on side-channel leakage. If this timing issue is not 

clarified, the cryptographic circuit designer cannot consider security when setting the clock. 

On the other hand, when designing scalable circuits, high-level synthesis (HLS) techniques [12], 

[13] have attracted much attention. HLS is a technology to generate register transfer level (RTL) circuits 

from high-level languages such as C/C+. Generally, RTL circuits are difficult to understand, and HLS 

technology using a high-level language that can be easily handled is effective in circuit design. Research on 

HLS has been widely conducted, and it is known that circuit performance can be improved by optimization. 

However, it has also been found that optimization reduces side-channel attack resistance [14]. This paper is 

an extended version of [15], offering a broader range of experiments and more detailed analysis and results. 

In this experiment, AES circuits with different clock constraints are designed using HLS and simulated 

respectively. We evaluate the amount of side-channel leakage by performing T-tests from the power obtained 

from the simulations. We argue that the two timings, clock period and sampling interval, do not interfere with 

each other in the side-channel leakage quantities. The contributions of this paper are as follows. 

− We designed seven AES circuits with different clock periods by HLS and proved that the amount of 

side-channel leakage varies 

− We proved that the side-channel leakage amount of AES circuits varies with the sampling interval in 

power analysis;  

− We proved that the clock period and the sampling interval do not interfere with each other in the side-

channel leakage amount of an AES circuit. 

The organization of this paper is as follows. Section 2 describes the design methodology of the AES 

circuit. In section 3, we evaluate the side-channel leakage of the designed AES circuit. Section 4 presents the 

conclusions of this paper and future work. 

 

 

2. ADVANCED ENCRYPTION STANDARD CIRCUIT DESIGNS 

This chapter describes the design and simulation methods for AES circuits. Section 2.1 describes the 

design of AES circuits and the previous knowledge required for this study. Section 2.2 describes the design 

procedure of the AES circuit and the constraints set. Section 2.3 describes the simulation method and results 

of the AES circuit. 

 

2.1.  Preliminaries 

2.1.1. Advanced encryption standard 

AES is also called a symmetric key cryptosystem, which uses the same key for encryption and 

decryption. Before AES, data encryption standard (DES), a symmetric key cryptosystem, was widely used. 

Bit is the smallest unit of information handled by a computer, and the higher the number of bits, the better the 

encryption performance. However, a key length of 56 bits is too short to prevent external attacks and is easily 

deciphered. AES, the successor to DES, allows users to choose from 128, 192, or 256 bit key lengths. AES 

also performs four types of conversions: SubBytes, ShiftRows, MixColumns, and AddRoundKey. The 

encryption process is performed by repeating these four types of transformations multiple times in a single 

round. This encryption process prevents external attacks and information leakage.  

− SubBytes is a process that performs substitution in units of 1 byte according to the rule called S-box. 

− ShiftRows is a process that shifts a matrix by 4 bytes to the left according to a certain rule. 

− MixColumns is a process that performs matrix transformation in 4-byte units. 

− AddRoundKey is a process that takes the exclusive OR (XOR) of a plaintext and a round key.  

 

2.1.2. Side-channel attack 

Since IoT devices and integrated circuit (IC) cards usually handle confidential information, they are 

equipped with cryptographic circuits such as AES to ensure security. However, side-channel attacks can lead 

to the theft of encryption keys. A side-channel attack is an attack to infer confidential information by 



                ISSN: 2089-4864 

Int J Reconfigurable & Embedded Syst, Vol. 13, No. 3, November 2024: 616-624 

618 

applying statistical processing based on physical information leaked from the device. There are various 

physical information such as power consumption, execution time, electromagnetic waves, cache, and  

noise [16]. Among them, power analysis attacks, which acquire and analyze power at certain intervals, have 

become mainstream because they are low-cost and easy to perform. Power analysis attacks include simple 

power analysis (SPA) [17], differential fault analysis (DFA) [18], and correlation power analysis (CPA) [19], 

[20]. CPA are particularly threatening in the IoT field. CPA is an attack technique to obtain a secret key by 

observing multiple power consumption waveforms of a cryptographic circuit in operation and statistically 

processing them. First, the attacker encrypts multiple prepared plaintexts with a cryptographic circuit and 

collects the power consumption waveforms at that time. Next, he calculates the hamming distance between 

the plaintext and its S-box after passing through it. The attacker assumes 256 keys for the calculation of the 

S-box transformation. Finally, the correlation coefficients are calculated for each assumed key value using 

the obtained power consumption waveform and the hamming distance. The correlation coefficient ranges 

from -1 to 1. The closer the absolute value is to 1, the stronger the correlation between the two values. 

Therefore, the value with the highest absolute value of the correlation coefficient can be inferred as the 

encryption key. 

 

2.2.  High-level sythesis on different clock constraints 

This study uses HLS techniques for the design of AES circuits. The experimental flow of this study 

is shown in Figure 1. HLS is a technique to convert software programs such as C and C++ into RTL code. 

Compared to conventionally designed RTL code, software programs have a shorter description. Software 

programs also require less time for program verification. From these, a significant reduction in circuit design 

time can be expected [21]. We use Vivado HLS 2019.2 as our HLS tool. The circuits to be designed can be 

modified by setting constraints and optimizations. In this study, we focus on clock constraints. Clock 

constraint is a pre-set clock period that users want to operate and generates a circuit that operates at that clock 

period. Seven AES circuits were designed by setting clock constraints from 7.0 to 10.0 ns at 0.5 ns intervals. 

As a software program, we use the AES program that exists in CHStone [22], a benchmark program for HLS. 

 

 

 
 

Figure 1. Flow from AES circuit design to side-channel leakage evaluation in this study 

 

 

2.3.  Synthesis result 

Logic synthesis and logic simulation are performed using RTL code designed HLS. Logic synthesis 

is the implementation of logic circuits from RTL code written in Verilog hardware description language or 

VHDL. We employ Vivado 2019.2 for logic synthesis and logic simulation. We specify a Zynq XC7Z020 as 

the target device. Logic simulation of the seven synthesized AES circuits is to be performed in Vivado. Clock 

period of the circuits should run as fast as the set clock constraints. The reason for employing logic 

simulation in the experiment is that it allows for more accurate power analysis since there are no errors due to 

noise or environment. In this study, 20 encryptions of 128-bit random plaintexts and 10 encryptions of fixed 

plaintexts are performed. Logic simulation is performed in Vivado under these conditions to output value 

change dump (VCD) file containing information about the circuit. The number of clock cycles, execution 

time, number of slices, average power, and energy consumption obtained from the logic simulation are 

shown in Table 1.  

Table 1 shows that power and energy consumption tend to decrease with larger clock constraints. 

They do not change when the clock constraint is larger than 9.0 ns. This is since the number of clock cycles 

does not change when the clock constraint becomes larger than 9.0 ns. AES circuit designed in this study did 

not show any correlation in the number of slices. 
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Table 1. Synthesis and simulation results of each AES circuit 
Variable Result 

Clock constraint [ns] 7.0 7.5 8.0 8.5 9.0 9.5 10.0 
Clock cycles 5,889 5,825 5,359 5,223 4,559 4,559 4,544 

Execution time [ns] 41,223 43,688 42,872 44,396 41,031 43,311 45,440 

Slices 655 651 632 656 648 643 651 
Average power [uW] 12,213 11,182 10,837 10,389 10,535 9,981 9,635 

Energy consumption [nJ] 503 488 464 461 432 432 437 

 

 

3. POWER SIDE-CHANNEL LEAKAGE ANALYSIS 

This chapter provides an overview of the experiments. Section 3.1 describes the power analysis and 

evaluation methods. Section 3.2 describes the evaluation of the impact of clock constraints on the amount of 

side-channel leakage. Section 3.3 describes the evaluation of the impact of power sampling interval on side-

channel leakage. Section 3.4 describes the evaluation of the impact of two timing factors on the amount of 

side-channel leakage. 

 

3.1.  Power analysis methods 

In this study, power analysis is performed using VCD files obtained from Vivado and a power 

analysis tool [23]. This tool divides the VCD files output by Vivado with sampling interval and converts each 

into a switching activity interchange format (SAIF) file. The SAIF file is a file that contains the on/off state 

time of each signal. SAIF file can be input into Vivado to output power consumption. All of the divided 

SAIF files can be used in Python to obtain the power waveform of the circuit as shown in Figure 2. The 

horizontal axis is time and the vertical axis is the absolute value of T-value. These power waveforms are used 

to evaluate the side channel leakage. 

 

 

 
 

Figure 2. Power waveform obtained by simulation 

 

 

In this study, Welch's T-test [24] is used to evaluate the amount of side-channel leakage. T-test is 

one of the metrics to evaluate the resistance to side-channel attacks. T value is calculated using the acquired 

power trace. T-value is a measure of the difference between the mean and variance of the two data sets to be 

compared and is obtained by the (1). 

 

𝑇 =
𝑋𝐴̅̅ ̅̅ −𝑋𝐵̅̅ ̅̅

√
𝑆𝐴

2

𝑁𝐴
+

𝑆𝐵
2

𝑁𝐵

 (1) 

 

In this paper, A and B are the two sets of data sets, NA and NB are the number of data sets, XA and XB 

are sample averages, and SA and SB are standard deviations. Datasets A and B in this experiment are random 

and fixed plaintexts. N is 20 and 10 times, respectively. X and S are calculated from 30 data sets. Basically, if 

there is variation in power consumption relative to input, the device is at risk. In other words, the higher the T 

value, the lower the side-channel attack resistance. The work in [25], in the telecommunications field, if the 

absolute value of T is greater than 4.5, the circuit is considered vulnerable to side-channel attacks. Therefore, 
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we adopt 4.5 as the T-value threshold. The comparison is made between fixed and random plaintexts. Since 

the T-value is calculated for each power, the number of T-values varies depending on the sampling interval. 

The results of the T test are shown in Figure 3. The horizontal axis shows time and the vertical axis shows T-

values. This is the result of power analysis of an AES circuit with a clock period of 10.0 ns and sampling 

interval of 10.0 ns. Since FPGAs are used in a variety of situations, it is difficult to evaluate side-channel 

attack resistance using a single metric. Therefore, this study uses the following four metrics [26] to evaluate 

the amount of side-channel leakage in AES circuits. 𝑁𝑡≥4.5: Number of times T-values is 4.5 or higher; 𝑇𝑎𝑣𝑒: 

Average of absolute T-values; 𝑃𝑡≥4.5: Percentage of T-values is 4.5 or higher; and  𝑇𝑚𝑎𝑥 : Maximum absolute 

T-value. 

This experiment was divided into three main parts: i) evaluating the effect of clock period on the 

AES circuit (clock period: 7.0 to 10.0 ns and sampling interval: 10 ns); ii) power at different sampling 

intervals (clock period: 10.0 ns and sampling interval: 1 to 1,000 ns); and iii) side channel leakage amount at 

two timings (clock period: 7.0 to 10.0 ns and sampling interval: 1 to 1,000 ns). 

 

 

 
 

Figure 3. T-test result 

 

3.2.  Power analysis under different clock constraints 

This experiment uses seven AES circuits with sampling intervals of 10 ns and clock periods of 7.0, 

7.5, 8.0, 8.5, 9.0, 9.5, and 10 ns. The relationship between the clock period and the four metrics is shown in 

Figure 4. The vertical axis shows the result of each metrics, and the horizontal axis shows the clock period. 

From Figures 4(a) and (b), for 𝑇𝑎𝑣𝑒 and 𝑃𝑡≥4.5, a positive correlation is observed, and the larger the clock 

period, the larger the leakage. The leakage decreases when the clock period is decreased, but the energy 

consumption increases. There is also a critical value at which HLS becomes impossible. From Figure 4(c), 

for 𝑁𝑡≥4.5, a negative correlation is observed, and the smaller the clock period is, the larger the leakage is. 

Increasing the clock period decreases the amount of leakage but increases the execution time, which may 

degrade the performance of the circuit. Figure 4(d) shows that the correlation could not be confirmed for 

𝑇𝑚𝑎𝑥 . However, all are above 4.5, which proves that some leakage occurs. 

 

3.3.  Power analysis under different sampling inretvals 

This experiment measures the leakage of a single AES circuit with clock period of 10 ns at multiple 

sampling intervals from 1 to 1,000 ns. Figure 5 shows the relationship between the sampling intervals and 

four metrics. The logarithm is used for the sampling interval on the horizontal axis and the indicator 𝑁𝑡≥4.5 on 

the vertical axis. From Figure 5(a), for 𝑁𝑡≥4.5, a negative correlation is observed, and the narrower the 

sampling interval, the greater the side-channel leakage. It is expected that 𝑁𝑡≥4.5 increases when the sampling 

interval is small because the number of T values calculated increases. From Figures 5(b) and (c), for 𝑇𝑎𝑣𝑒 and 

𝑃𝑡≥4.5, a positive correlation is observed, and the amount of side-channel leakage is larger for wider sampling 

intervals. Figure 5(d) shows that no correlation could be confirmed for 𝑇𝑚𝑎𝑥. However, similar to the results 

in 3.2, 𝑇𝑚𝑎𝑥 is above 4.5 for all sampling intervals, proving that some information is leaked. For 𝑇𝑎𝑣𝑒 and 

𝑃𝑡≥4.5, evaluated as a percentage of the total, the correlation was strong up to a sampling interval of 10 ns, but 

became weaker after that. The correlation coefficients for the four metrics from 1 to 1,000 ns, 1 to 10 ns, and 

10 to 1,000 ns are shown in Table 2. These values indicate that the correlation changed greatly after 10 ns, 

which is the clock period. From this result, it is easy to determine the optimal sampling interval for leakage 

when conducting power analysis at sampling intervals smaller than the clock period. 
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(a) (b) 

  

  
(c) (d) 

  

Figure 4. Correlation between energy consumption and side-channel attack resistance, (a) energy 

consumption and 𝑇𝑎𝑣𝑒, (b) energy consumption and 𝑃𝑡≥4.5, (c) energy consumption and 𝑁𝑡≥4.5,  

and (d) energy consumption and 𝑇𝑚𝑎𝑥  

 

 

  

(a) (b) 
 

  

(c) (d) 

 

Figure 5. Correlation between sampling interval and side-channel leakage, (a) sampling interval and 𝑁𝑡≥4.5, 

(b) sampling interval and 𝑇𝑎𝑣𝑒, (c) sampling interval and 𝑃𝑡≥4.5, and (d) sampling interval and 𝑇𝑚𝑎𝑥  
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Table 2. Correlation values at range of sampling interval 
Sampling interval range [ns] 1 to 10 1 to 1,000 10 to 1,000 

𝑁𝑡≥4.5 -0.73 -0.49 -0.59 

𝑇𝑎𝑣𝑒 0.85 0.57 0.51 

𝑃𝑡≥4.5 -0.93 -0.61 -0.49 

𝑇𝑚𝑎𝑥 -0.70 -0.37 -0.44 

 

 

3.4.  Evaluation of two timings for side-channel leakage 

Figure 6 shows the relationship between clock period, sampling interval, and side-channel attack 

leakage. The horizontal axis shows the clock period, and the sampling interval is indicated by color coding. 

The vertical axis shows the evaluation of each metric. From Figure 6(a), for 𝑁𝑡≥4.5, the amount of side-

channel leakage is higher when the clock period is larger and the sampling interval is smaller. Table 1 shows 

that 𝑁𝑡≥4.5 is affected by the higher clock period because the higher the clock period, the longer the execution 

time. Also, as in 3.3, it is expected that 𝑁𝑡≥4.5 increases when the sampling interval is small because the 

number of T values calculated increases. From Figures 6(b) and (c), for 𝑇𝑎𝑣𝑒 and 𝑃𝑡≥4.5, the side channel 

leakage is higher for larger sampling intervals and is less affected by the clock period. From Figure 6(d), for 

𝑇𝑚𝑎𝑥 , the side channel leakage varies, but no correlation can be observed. Since the power change in the 

circuit varies with the clock period, one would expect there to be a particular change in the side-channel 

leakage amount when it is equal to the sampling interval. However, the experimental results show that there 

is no special change in side-channel attack leakage. 

 

 

  

(a) (b) 
 

  

(c) (d) 
 

Figure 6. Correlation between clock frequency, sampling interval and side-channel attack leakage, (a) clock 

frequency, energy consumption, and 𝑁𝑡≥4.5, (b) clock frequency, energy consumption, and 𝑇𝑎𝑣𝑒, (c) clock 

frequency, energy consumption, and 𝑃𝑡≥4.5, and (d) clock frequency, energy consumption and 𝑇𝑚𝑎𝑥  
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4. CONCLUSION 

In this study, seven AES circuits with different clock constraints were designed from HLS, and side 

channel leakage amount of power analysis attack at different sampling intervals is evaluated. Correlations are 

confirmed between clock period and side channel leakage amount, and sampling interval and side channel 

leakage amount. However, the experimental results showed that clock period and sampling interval do not 

interfere with each other in the side-channel leakage quantities. In the future, we will establish a clock design 

methodology for cryptographic circuits. This will enable circuit design that allows designers to consider not 

only circuit performance but also security. 
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