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 To improve the intuitiveness of maneuver control on omniwheeled mobile 

robot, many hand gesture-based robot controls have been developed. The 

focus of this research is to develop a wearable system for data acquisition 

from inertial measurement unit (IMU) sensors and compare its features to be 

used as gesture recognition using the random forest algorithm. With the need 

of resource constrained device for wearable system based on 

microcontrollers, we compared the use of Euler and quaternion-based 

orientation data as input features. As additional comparison, dimension 

reduction was also carried out using the principal component analysis (PCA) 

method. Hand gestures are recognized using data obtained by the IMU 

sensor embedded in the wearable glove. This study compared the accuracy 

and size of library files embedded in microcontrollers in several feature 

usage scenarios. The test evaluation results of all scenarios show that the use 

of all features provides a balance between high accuracy but small file sizes, 

respectively 99% and 9.2 KB. However, the use of other fewer features, 

such as by only using 3 Euler data, 4 quaternion data, or by using PCA 

algorithm (PC=3) can also be used since the accuracy is still above 90%, 

with a relatively larger file size. 
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1. INTRODUCTION 

Omnidirectional robots are one type of special wheeled robot that allows the robot to move freely in 

various directions [1]. This type of robot uses omni wheels that allow it to execute movements maneuver 

with a higher degree of freedom (DOF) than conventional wheeled robots [2]. With holonomic motion 

capabilities, the robot can freely move in all directions without changing the orientation of the robot [3]. In 

general, for regular wheeled robots, the types of maneuvers that can be done are limited to forward, backward 

and rotation movement. With the omnidirectional type, the robot can also perform side motion maneuver, 

diagonal motion, and in-place rotation. 

In some non-autonomous omnidirectional robots that have been developed, they are controlled 

directly using a physical remote [4] or using a smartphone application [5]. In both ways, some maneuvers are 

represented by pressing the directional buttons on the controller. To improve the intuitiveness of maneuver 

control, many hand gesture-based robotic controls have been developed [6]–[8]. To be able to acquire hand 

gestures, it is generally done in two ways, externally using a camera [9] or internally using sensors embedded 

in wearables glove or bracelets [10]. The weakness of camera-based gesture acquisition is certainly related to 

processing power on computing devices [11]. Therefore, many sensor-based gesture acquisition studies have 
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been carried out, for example to manage smart home devices [12], sign language recognition [13], and to 

control wheeled robot maneuvers. 

With the need for several maneuvering gestures to be performed, the focus in this study is to acquire 

sensor data from the inertial measurement unit (IMU) in the form of Euler and quaternion-based orientation 

data and perform gesture recognition using random forest algorithms. Principal component analysis (PCA) is 

a method of deriving the dimensions of features while retaining most of the information in the dataset [14], 

[15]. Generally, this algorithm is used to overcome the curse of dimensionality problem that occurs when the 

number of data dimensions is large enough compared to the sample size. Besides being used for data 

dimension reduction, PCA is also often used as a pre-processing technique before performing other statistical 

analyses such as classification or regression [16]. PCA can also be used to perform data compression on data 

storage and transfer [17]. With the need for a wearable system that is based on microcontrollers and has 

resource constraints, this study compares the use of both features and analyzes the application of the PCA 

algorithm and its impact on the accuracy and use of microcontroller memory. 

The main objective of this paper is to compare the use of Euler and quaternion-based orientation 

data as input features of recognizing hand gesture using data obtained by the IMU sensor embedded in the 

wearable glove. As additional comparison, dimension reduction was also carried out using the PCA method. 

To provide structured explanation, the rest of the article is formatted as follows: chapter 2 provides related 

research and literature, chapter 3 describes the methodology used in the research, chapter 4 explains the 

experimental testing result and the discussion, and finally closed by chapter 5 conclusions. 

 

 

2. RELATED LITERATURE 

2.1.  Related research 

Research proposed by Jain et al. [18] in 2019 presenting gesture control of four-wheel mobile robot. 

Accelerometer was used to obtain and control the arm of robot by using human hand. The gesture control 

was only used to pick and place of single object. In 2018, another research related to hand gestures to control 

home appliances was proposed by Verdadero et al. [19]. The author used android based hand gesture 

interface system and mainly used its camera to detect static hand gesture to be processed. Later, the detected 

gesture will be sent using infrared to the controlled appliances. The main limitation of the system is that it 

requires correct static gesture with proper light illuminance for accurate recognition. Schade et al. [20] in 

2023 proposed hand gesture recognition system using gloves for gaming purposes. The author used gloves 

with 3-axis 9 DOF IMU sensors on the palm and each finger. To compact the orientation representation, the 

author also used quaternion that consist of 4 numbers, thus each sensor provides 13 values. To collect sensor 

data from the gloves, they used microcontroller unit but then the data were sent to PC wirelessly for 

processing and classification. 

Another research by Tsai et al. [21] in 2018 proposed the use of FPGA to process hand gesture 

recognition system based on dual camera with depth-map. The main reason of using FPGA is that because of 

the complexity and high computational time of running dual-camera based recognition algorithm. In 2019 

Sabuj et al. [22] proposed another simple approach for hand gesture-based robot control for assisting people 

with paralysis disability. Instead of using orientation-based sensors, they used 4 infrared sensors mounted on 

glove. The combination of touching on the sensors determines the movement of the robot. Based on that 

approach, they limit up to 4 directional movements added with one idle. Even though it provides very fast 

directional determination, the number of gestures is tied to the physical number of sensors used and its 

combination. 

 

2.2.  Euler and quaternion orientation system 

Euler rotation refers to the use of three rotation angles to represent rotation (commonly known as 

roll, pitch, and yaw). These three angles measure rotation on three orthogonal axes (e.g., X, Y, and Z axes). 

Although simple, Euler's rotation can have problems such as gimbal lock [23], in which some angular 

configurations result in a loss of rotational freedom. 

Quaternion is a more complex mathematical representation for rotation than Euler. The quaternion 

uses four numbers (x, y, z, w) for the representation of rotation. Some of the advantages of quaternion are the 

absence of gimbal lock problems; can be used on smooth rotational interpolation; and are generally suitable 

for use in physics calculations, computer graphics, and robotics. 

 

2.3.  Random forest 

Random forest is one of the popular algorithms in machine learning for classifying, regression, and 

prediction. Random forest is an ensemble form, which means it combines predictions from several basic 

models to achieve better results than individual models [24]. Random forest is based on the concept of a 

decision tree in the form of a hierarchical structure that makes decisions using a series of questions and 
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conditions. Random forest works by creating multiple decision trees where each tree is trained on a subset of 

training data that is randomly retrieved by bootstrap sampling. The advantage of the random forest algorithm 

is that it can handle large datasets with many features; and can be used to assess the importance of features in 

the model. However, tuning hyperparameters is crucial to get the best performance from the random forest 

and avoid overfitting [25]. 

Some of the main hyperparameters to note include the number of trees (n_estimators), the number of 

features captured in each split (max_features), the maximum depth of trees (max_depth), the minimum 

number of samples required to divide the nodes (min_samples_split). In addition, cross-validation methods to 

evaluate model performance with various combinations of hyperparameters should be used. There are two 

general methods for finding the optimal combination of hyperparameters: grid search and random search. In 

random search, random values are selected from a predetermined range. When random search is complete, an 

evaluation of model performance with relevant metrics such as accuracy, is performed in each combination 

of hyperparameters and the combination that gives the best results is selected. 

 

2.4.  Principal component analysis 

PCA is a multivariate statistical technique used to reduce the dimensions of a data set by preserving 

most of the information contained in it [26]. PCA is used to find patterns and structures in data by identifying 

the most correlated variables and subtracting the dimensions of those variables. PCA is used to reduce 

dimensionality from data by eliminating less significant variables and keeping more important variables. 

PCA can also be used to compress data by reducing dimensions, making it easier to store and transmit data. 

The eigenvalue is a measure of how much variance is described by a component (principal 

component) in the data. Each component has a different eigenvalue, and the component with the highest 

eigenvalue is the most significant major component in the data. Therefore, PCA is done by selecting the 

components with the highest eigenvalues and ignoring those components with lower eigenvalues. The PCA 

process involves transforming data into a new space consisting of major components sorted by eigenvalues. 

By sorting components by eigenvalue, PCA makes it possible to identify the most significant major 

components in the data and eliminate the less significant components. In this new space, data can be 

represented using a smaller number of components, making it easier to analyze and interpret data. 

 

 

3. RESEARCH METHOD 

3.1.  System design 

In general, the system block diagram consists of two parts, the wearable glove subsystem, and the 

omnidirectional robot subsystem. The block diagram is shown in Figure 1. In the wearable glove sub-system, 

we use one microcontroller unit, 1 IMU sensor unit, and is equipped with a battery embedded in a glove 

which is designed to be worn on the right wrist. Furthermore, the robot pilot can make several gestures to be 

recognized and sent to the omni-wheel robot sub-system. The microcontroller used is ESP32 which is 

equipped with classic Bluetooth connectivity. The IMU sensor used is the IMU 9 DOF type with the 

BNO055 type. After the robot pilot performs a gesture, the IMU sensor acquires orientation data in the form 

of 3-dimensional Euler data and 4-dimensional quaternion data. Following that, the microcontroller processes 

the data using a random forest algorithm and sends the results to the mobile robot sub-system via a classic 

Bluetooth connection. In this study will also make comparisons with the application of the PCA algorithm to 

reduce features while maintaining the highest possible variance. 

 

 

 
 

Figure 1. Hardware block diagram 
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In the omni-wheel mobile robot sub-system, there is a microcontroller (Arduino UNO) as well as a 

receiver for sending data (Bluetooth module), 3 units of omni-wheeled wheels along with their respective 

motors and drivers. Continuously, the mobile robot listens to data transmission in the form of instructions for 

the robot's direction of motion, as well as executing movements by giving commands to each motor 

connected to the omni wheel. The focus of this paper research is the gesture acquisition on the wearable 

glove sub-system; thus, this experiment is limited to the wearable system only and limited to 5 types of robot 

maneuvers listed in Table 1. 

 

 

Table 1. Overview of collected datasets 
Types of maneuvers Label in dataset Amount of dataset 

Forward 1 252 

Backward 2 242 
Right side 3 215 

Left side 4 252 

Neutral 0 201 
Total  1162 

 

 

3.2.  Hardware implementation 

Before carrying out the training data collection stage, wearable gloves are built based on the design 

that has been made before. The glove system was made of right-handed gloves, then all electronic 

components were put into a box made using a 3D printer and pinned to the glove. We used battery as power 

supply, put it in the box and configured in such a way that makes replacement easy. After the physical form 

of the wearable glove has been completed, then we validated the sensor readings and communication to the 

mobile robot sub-system through classic Bluetooth connectivity. The results of the hardware installation on 

the wearable glove are illustrated in Figure 2. 

 

 

 
 

Figure 2. Hardware installation on wearable glove 

 

 

3.3.  Dataset acquisition 

After validating components embedded in the glove and verifying that it was able to acquire IMU 

sensor data, the training data retrieval stage is then carried out. The process of retrieving training data was 

carried out by one person who performs several maneuvers of robot movements repeatedly in all directions. 

The data retrieval process was carried out on the condition that the wearable glove was connected via a USB 

cable to the laptop. Then, recorded data were sent through a serial port connected to the ESP32 

microcontroller and then saved it in csv format. Table 1 shows an overview and the amount of data recorded 

as a dataset in each maneuver class. 
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3.4.  Flow design of wearable glove subsystem 

After the dataset has been collected, the process of developing pattern recognition algorithms using 

random forests is carried out using scikit learn in Python. Initially, the preprocessing stage was done by 

splitting datasets into training data and data testing with a proportion of 70:30 with data stratification. Next, 

the main dimension was selected as the random forest input feature. In our test cases, there were several 

scenarios of input features used in research, i.e: 

- All IMU sensor reading data (7 dimensions consisting of 3 Euler data and 4 quaternion data) as input 

features. 

- Based on only 3 Euler data as input feature. 

- Based on only 4 quaternion data as input feature. 

- Using all IMU sensor reading data but transformed using PCA algorithm for dimension reduction. 

The four scenarios were analyzed and compared based on the results of the accuracy and size of the 

results of the model formed. Random forest is a supervised algorithm that requires hyperparameter tuning to 

produce the best accuracy. Therefore, in each scenario also simultaneously perform the hyperparameter 

tuning process with the random search feature with several parameters using 10-fold cross validation. 

Hyperparameters that are tuned include n_estimator, max_features, max_depth, min_samples_split, 

min_samples_leaf, and bootstrap. Finally, the model created by scikit is then ported into C format so that it 

can be embedded into a microcontroller using micromlgen. Micromlgen is a python library that can export 

scikit models into C microcontroller format [27].  

Prior running these 4 scenarios, for the sake of efficiency in the number of tests, only the most 

efficient max_depth and n_estimator will be used both in terms of accuracy and file size. Thus, the initial test 

is to compare the parameters and the impact of changes in the two variables on the accuracy and size of files 

successfully generated by the micromlgen library. Figure 3 shows a software flow chart on the wearable 

glove subsystem. 

 

 

 
 

Figure 3. Flow chart on the wearable glove subsystem 

 

 

4. RESULT AND DISCUSSION 

4.1.  Testing of max_depth and n_estimator parameter selection 

In this test, all IMU sensor reading features are used as algorithm input (7 dimensions: 3 Euler data 

and 4 quaternion data). Several tests were carried out with the distinction of grid search ranges to find the 

best hyperparameters on the random forest algorithm. There are 4 sampling grid searches that will be used, in 

the range of 1 to 3; 1 to 5; 6 to 10; and 10 to 50. The expected result is to find the most efficient max_depth 

and n_estimator hyperparameter values in terms of accuracy and file size at the same time. This is because 

the algorithm will be embedded in devices with limited resources, so it is desirable that the use of storage size 

is suppressed as optimally as possible so that it can be used for other functions outside of pattern recognition 

computing.  
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In the results shown in Table 2, it appears that the higher the grid search range applied, the accuracy 

will increase. However, the other side is that the size of files generated by micromlgen libraries in .h format 

and will be embedded in microcontrollers is also increasing. In order to get a balance between accuracy and 

file size created, grid search 1 to 5, with an accuracy of 99% and a size of 9.02 KB was chosen as the basis of 

the hyperparameters used in the next section of testing. 

 

 

Table 2. Results of grid search range testing for accuracy and file size 
Range of grid search used 1 to 3 1 to 5 6 to 10 10 to 50 

Max depth obtained 3 4 6 10 

n estimators obtained 2 3 6 11 

Accuracy 95% 99% 100% 100% 
File size 4.15 KB 9.02 KB 29.8 KB 68.1 KB 

 

 

4.2.  Testing 4 scenarios with different types of input data 

After determining the hyperparameters, using a search grid in range of 1 to 5 for max_depth and 

n_estimator, then it was tested alternately with 4 input scenarios as described in the test configuration. Each 

scenario is explained as follows, and later, overall result discussion is presented: 

 

4.2.1. Scenario 1: using all IMU sensor reading data (7 dimensions consisting of 3 Euler data and 4 

quaternion data) into the input feature 

In scenario 1, the input feature used as vector input random forest is 7-dimension orientation data 

consisting of 3 Euler data (eX, eY, eZ) and 4 quaternion data (qW, qX, qY, qZ). Hyperparameter tuning 

results are obtained using random grid search. Figure 4 shows the confusion matrix using data testing of the 

built model. The hyperparameters and the accuracy result, as well as the code size is presented in Table 3. 

 

 

 
 

Figure 4. Confusion matrix all features 

 

 

Table 3. Overall results comparison of accuracy and size of ported models produced 

 Euler Quaternion ALL PCA 3 PCA 2 

Max depth 5 5 4 5 5 
N estimator 5 4 3 5 4 

Accuracy 94.5% 98.8% 99% 95.1% 71.60% 

Size 18.6 KB 23.0 KB 9.02 KB 17.2 KB+1.78 KB=18.98 KB 17.3 KB +1.78 KB=19.08 KB 

 

 

4.2.2. Scenario 2: using 3 data Euler as input feature 

In scenario 1, the input feature used as a vector input random forest is 3-dimensional Euler 

orientation data (eX, eY, eZ). As previous steps, random grid search was used to perform hyperparameter 

tuning. Figure 5 shows the confusion matrix using data testing of the built model. The hyperparameters and 

the accuracy result, as well as the code size is presented in Table 3. 
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Figure 5. Confusion matrix only Euler 

 

 

4.2.3. Scenario 3: using 4 data quaternion as input feature 

In scenario 3, the input feature used as a vector input random forest is 4 dimensions of quaternion 

orientation data (qW, qX, qY, qZ). As previous steps, random grid search was used to perform 

hyperparameter tuning. Figure 6 shows the confusion matrix using testing data testing of the built model. The 

hyperparameters and the accuracy result, as well as the code size is presented in Table 3. 

 

 

 
 

Figure 6. Confusion matrix only quaternion 

 

 

4.2.4. Scenario 4: using the entire IMU sensor reading data with the application of the PCA algorithm 

for dimension reduction 

In scenario 4, the input feature used as a vector input random forest is all dimensions of Euler 

orientation data (eX, eY, eZ) and quaternion (qW, qX, qY, qZ) but before processing using random forest, 

the PCA method is applied to the dataset to reduce the number of dimensions. As previous steps, random grid 

search was used to perform hyperparameter tuning. Figure 7 shows the confusion matrix using data testing of 

the built model where Figure 7(a) using PC=3 and Figure 7(b) using PC=2. To find out the right number of 

principal components and explained variance ratio produced, PCA analysis was previously carried out on a 

PC of at least 1 to a maximum number of 7 which means using all data dimensions. From Figure 8 it can be 

seen that at least the number of principal components 3 and 2 gives 100% and 90% explained variance ratios 

respectively. Thus, in this scenario, two tests were carried out, which consist of using PC=3 and PC=2. The 

hyperparameters and the accuracy result, as well as the code size is presented in Table 3. 
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(a) (b) 

  

Figure 7. Confusion matrix all features with PCA (a) PC=3 and (b) PC=2 

 

 

 
 

Figure 8. Number of principal components and explained ratios 

 

 

4.3.  Overall result and discussion 

Based on the four scenarios carried out, the overall results are presented to make comparisons both 

in terms of accuracy and size of the results of ported Scikit models formed using the MicroMLGen library. 

Table 3 shows a comparison of all scenarios. The results of testing the input feature with all scenarios above 

show that by using random grid search, the best max_depth and n_estimator is in the range of 1 to 5. It 

appears that the highest accuracy of 99% was achieved using all 7-dimensional features in the form of 3 

Euler data plus 4 quaternion data for the classification of all gestures. Meanwhile, the lowest accuracy is 

obtained by using only 2 features of PCA transformation results, which resulted 71.6%. The use of 3 Euler 

data, 4 quaternion data and 3 PCA transformation data as input features results in more than 90% accuracy 

which means that it can also be used as an alternative to gesture recognition. However, with limitations on 

computing resources in the microcontrollers used, the size of the embedded file is also one of the 

considerations in choosing the features used. 

The result of porting using MicroMLGen is a file with the extension .h which is then later called in 

the microcontroller code. The smaller the library used will provide more space for coding development on 

the microcontroller. Thus, the size preference is the library with the smallest size but still has good accuracy. 

Therefore, in the test case of this study, it was decided to use all features (7 data) as input features with an 

accuracy of 99% and a library size of only 9.02 KB. 

 

 

5. CONCLUSION 

The design of using IMU sensors embedded in gloves, with the aim of acquiring hand gestures has 

been implemented in this study. The microcontroller used is ESP32 which is equipped with classic Bluetooth 

connectivity. The IMU sensor used 9 DOF IMU BNO055 embedded in the wearable glove to obtain hand 

gestures. This study compares the accuracy and size of library files embedded in microcontrollers from 

several feature scenarios, consisting of 3-dimensional Euler data and 4-dimensional quaternion data. Next, 

the microcontroller processes the data using the random forest algorithm and sends the results to the mobile 

robot's sub-system via a classic Bluetooth connection. The test evaluation results of all scenarios show that 



                ISSN: 2089-4864 

Int J Reconfigurable & Embedded Syst, Vol. 13, No. 3, November 2024: 542-551 

550 

the use of all features provides a balance between high accuracy but small file sizes, respectively are 99% 

and 9.2 KB. However, the use of fewer features, for example only 3 Euler data, or 4 quaternion data, or using 

the PCA algorithm with 3 PCs transformation features can also be used because the accuracy is still above 

90%, but with a relatively larger file size so that other functional adjustments can be made by the 

microcontroller. 

For further research and development, more gestures can be added that accommodate all possible 

movements on the omni-wheel robot. In addition, IMU sensors can also be added at different locations, for 

example on the wrist so that it can measure the degree of difference between the orientation of the back of the 

hand and the wrist. Another thing that can be done is a comparison with other pattern recognition algorithms 

that are more efficient in terms of accuracy and final size that will be embedded in the microcontroller. 
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