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 The very large scale integration (VLSI) applications were mainly dependent 

on area, reliability, and cost rather than power. The power-increasing 

demand was mainly due to the latest growth of electronic products such as 

portable mobile phones, laptops, and other devices that needs high speed and 

low power consumption. The power analysis provides insights on the 

switching activity of various sequential logic and thus would help early 

power optimization approaches to be incorporated in the design flow. The 

medium grain integrated clock gater insertion will help with synthesis flows 

for other low-power techniques to be applied. The power analysis is 

performed with a physically driven synthesis network for both leakage and 

dynamic. The power analysis revealed that medium grain clock gaters help 

with finer granularity of the clock gating principle thus improving gating 

efficiency. The medium grain clock gating techniques help the tool 

understand the activities of various sinks thus helping in the insertion of fine 

gaters as well. For a single medium grain clock gater, the power savings 

obtained were 41.37% and 79.35% without and with fine gater insertion 

respectively while cloning of the medium gaters resulted in 45.1% and 

67.4% power savings without and with fine gater insertion respectively. The 

fine-grain integrated clock gating insertion incurred a maximum of 14.7% 

increased gate count. 
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1. INTRODUCTION 

Previously, very large scale integration (VLSI) applications were primarily determined by area, 

reliability, and cost rather than power. The recent growth of electronic products such as portable mobile 

phones, laptops, and other devices that require high speed and low power consumption was primarily 

responsible for the rising power demand. The main disadvantage of portable devices was that they consumed 

a lot of power, which reduced battery life and caused failure in the silicon parts of the devices. The device 

requires high packaging costs and cooling arrangements with low power consumption to control the heat 

levels. As a result, in the semiconductor industry today, low-power devices are critical. Simultaneously, we 

must reduce the critical path delay of the devices while decreasing their power. Low static power 

consumption has long been associated with complementary metal oxide semiconductor (CMOS) technology. 

https://creativecommons.org/licenses/by-sa/4.0/
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It is widely used in the design of VLSI circuits such as digital logic devices, integrated circuits, 

microprocessors, and microcontrollers, and so on. However, as technology advances, there is a greater 

demand for lower power consumption, smaller footprints, and high-speed performance. As integrating 

processed technologies advances, chip density, and operating frequency have increased, raising concerns 

about power consumption in battery-powered portable and non-portable devices. Dustin is a 16-core parallel 

ultra-low-power cluster with fully adjustable bit precision from 2b-to-32b and vector lockstep execution 

mode [1]. It is designed to be used in edge devices for computationally demanding tasks such as deep neural 

network inference. Dustin’s high performance and efficiency are the result of many design choices. Fine-

grained performance and efficiency tuning is possible thanks to the 16 RISC-V cores with 2b-to-32b bit-

precision arithmetic. Tasks requiring high accuracy, for example, can be executed with 32-bit precision, 

whereas tasks requiring lower accuracy can be executed with 2b precision. Dustin’s adaptability enables him 

to perform well across a wide range of tasks [2]. In highly data parallel kernels, the vector lockstep execution 

mode (VLEM) mode reduces power consumption even further. A single leader core retrieves instructions and 

broadcasts them to the 15-follower cores in VLEM mode. This reduces the number of instructions that must 

be fetched and executed, lowering power consumption. Dustin’s high efficiency is also due to the 65 nm 

CMOS technology used to implement it [3]. Because of its high performance, efficiency, and flexibility, it is 

well suited for a wide variety of computationally intensive tasks. A technique described in the literature [4] 

for reducing power consumption in digital circuits by efficient alignment of flip-flops within the clock 

network. This methodology employs a virtual tile-based approach to strategically place flip-flops in such a 

way that clock signal distribution is minimized and, as a result, power consumption is reduced [5].  

The virtual tile-based approach divides the chip area into virtual tiles. Each tile represents a specific 

location where a group of flip-flops can be placed optimally. The clock network’s complexity and power 

consumption are managed more effectively by organizing the placement of flip-flops based on this tile 

structure. Instead of distributing flip-flops randomly across the chip, this methodology aligns them within 

their designated virtual tiles [6]. This alignment aims to reduce signal propagation delays and overall power 

consumption by minimizing the distance that clock signals must travel. The capacitance and switching 

activity associated with clock distribution is reduced by shortening clock signal paths, resulting in lower 

power consumption [7]. Power-aware placement is an approach that considers power consumption during the 

physical design phase, ensuring that flip-flop placement is strategically optimized to meet power reduction 

targets. While the methodology’s goal is to optimize power consumption, it may involve trade-offs with other 

design parameters such as performance, area utilization, and signal integrity [8]. It is critical to balance these 

factors to achieve an overall effective design. To provide a more comprehensive overview of this 

methodology’s effectiveness and applicability, technical data and specific details such as algorithms, 

simulation results, and comparisons with other power optimization techniques would be required.  

Research by Tunga et al. [9] focuses on the problem of determining the best path for two mobile 

sinks in a wireless sensor network that share a common junction. It aims to maximise data collection 

efficiency while conserving energy. The research presents a novel algorithm that takes sink mobility and 

network topology into account [10]. It reduces energy consumption while increasing data retrieval by 

dynamically adjusting the paths of mobile sinks. The proposed method is tested using simulations and 

outperforms existing methods in terms of data delivery rate and energy efficiency. This study provides 

important insights into improving the performance of wireless sensor networks with mobile sinks and shared 

junctions. Research by Afridi et al. [11] introduces a method for quickly producing shift timing constraints 

and sanity checks. It suggests an efficient algorithm for automating the process of defining timing constraints 

within a system or software. The algorithm identifies critical timing parameters by analysing the system’s 

design and requirements, ensuring proper component synchronisation. It also includes sanity checks to detect 

and prevent errors. This method simplifies the process of defining timing constraints, reducing human error 

and saving time during the development phase. It provides a practical solution for improving system 

performance and reliability while simplifying design. 

 

 

2. METHOD 

The synthesis and optimization processes are described further below. The process of synthesis 

optimization is critical in determining the quality of results (QoR) of the design’s power, performance, and 

area (PPA). Figure 1 depicts the various steps taken by the optimization [12] engine present in the synthesis 

tool. The optimization occurs at various hierarchies of design to be synthesized as well as the synthesis 

process. In logic optimization [13], the goal is to remove redundant logic as much as possible. The different 

logic functionalities are optimized accordingly in the order of high-speed data path, multiplexer logic 

optimization, and sequential element optimization. Further in physical aware synthesis the technology based 

constraint driven optimization for timing and power is done. Upon optimization of timing and power, area 
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recovery is performed to squeeze out maximum performance for the minimum area possible [14]. The tool 

begins multiple iterations to converge the design for a constrained area and compares the timing and power 

for the present iteration with the previous iterations. The tool is equipped with complex optimization 

algorithms such that every previous iteration providing a global minimum for a batch of runs, become a seed 

to the next batch of iterations. The optimization ends when the variance of the obtained global minimums in 

subsequent runs becomes negligible [15]. The architecture of the processor core, implementation of the cache 

block is depicted in the Figure 2. 

 

 

 

 

Figure 1. Synthesis optimization flow 

 

 

 

 

Figure 2. High level processor architecture 

 

 

The Figure 2 represents the high-level architecture of the processor. The instruction cache is part of 

the L1 cache that is smaller in size and faster in operationas it the closest to the execution engine. The 

instruction cache is fed to the decoder which decodes the instructions and places it the operation queue. The 

instructions are also fed to the branch predictor module to analyze any branching possibilities of the 



                ISSN: 2089-4864 

Int J Reconfigurable & Embedded Syst, Vol. 14, No. 1, March 2025: 117-125 

120 

instructions from the data write-back [16]. This helps in improving the efficiency of the processor as a wrong 

branch prediction can corrupt the pipeline. 

Modern processors have deep pipelines, hence there is a need for superior branch prediction 

algorithms to ensure peak efficiency of the processor. The instructions from the operation queue are 

scheduled into the execution engines. The scheduled instructions are then present to the execution engine of 

the processors which occurs as the back-end data flow of the processor. The execution engine can have 

arithmetic logic unit (ALU), floating-point arithmetic units, multipliers, accumulators, and accelerators. The 

instructions are executed on the data and the results are stored in the load/store unit that determines the data 

and instructions to be read or written back for the next set of operations to be performed. The data cache 

handles the data flow into the processor core [17]–[20]. 

The Figure 3 represents the physical synthesis implementation of the cache block present in the 

front end data flow of the processor. The various macros containing the static random access memory 

(SRAM), the built- in self- test (BIST), counters, are synthesized along with the standard cell logic [21]. The 

cache module here had an SRAM macro for storing the instructions while the standard cell logic incorporate 

suitable functionality of the instruction cache enabling high-speed communication between the front-end data 

flow units of the processor. The BIST macro is used for design for testability (DFT) analysis of the SRAM 

macro. It is used for enabling proper functioning of the SRAM macro [22]. The macros are surrounded by 

sufficient halo spacing to provide physical verification like design rule check (DRC) and layout versus 

schematic (LVS) analysis for any movement in the designed seed floorplan. This also aids with future 

improvements of the design with respect to floorplan changes in place and route (PnR). In general, the 

processor core designs will have tighter budgets compared to the other components of the SOC [23]. This 

will have an impact on PPA convergence as large trade-offs would be incurred to maintain the desired 

performance metrics. 

 

 

 

 

Figure 3. Synthesize netlist 
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3. RESULTS AND DISCUSSION 

The data furnished below represent the obtained physical synthesis metrics for the implemented 

cache block. The Figure 4 represents the medium grain clock gater register transfer level (RTL) mapped to 

standard cell logic. The medium grain clock gater consists of two latches and ‘AND’ gates. The latches help 

with storing the enable signal while the AND gates help with the gating of the clock signal based on the 

enable signal. The use of latches can impose additional timing checks to ensure proper functionality of the 

gater design. This would also imply precise control over the switching time frames of the gater for power 

savings thus providing architectural features in low power designs. The design can be retained based on its 

RTL description in the netlist by providing don’t touch attribute to the tool in the physical synthesis flow or 

the gater design can be further optimized by the tool to enable lesser toggle activity [24]. The same gater is 

cloned to reduce effective capacitance driven the gater to the amount of sinks it is connected. This could help 

in timing analysis as it is still functionally correct as a clock gating element while the number of sinks 

attached to the gater is reduced thus improving the launch side delay for setup timing analysis. Thus, it is a 

trade-off between power and timing. 

The Table 1 represents the data for power of the physically synthesized design without any low 

power techniques applied to it in the design flow. The amount of dynamic power indicates the need for low 

power techniques required in highly integrated designs to improve the power efficiency of such designs and 

improve the operational life-time of the design as well. The physical synthesis flow has low power related 

parameters incorporated into it with suitable values such that it could yield a decent power design metric 

convergence without large trade-off in timing. The primary metric getting impacted upon using power driven 

flow or indulging low power parameters in the flow is timing. Area recovery is usually incorporated in the 

optimization engine of the synthesis tool and is generally a second priority compared to timing or 

performance metric. Hence there is a need for detailed understanding of the impact of such flow parameters 

in the design convergence at physical synthesis stage. Asserting low power with clock gating is one of the 

parameters in physical synthesis flow. The parameter if enabled will insert clock gating elements in the 

synthesized netlist depending on the amount of module ungrouping mentioned in the flow [25].  

 

 

 
 

Figure 4. Medium grain integrated clock gater 

 

 

Table 1. Design metrics without clock gating 
Design metrics Values 

Gates 7746 
Area 13420 µm2 

Leakage power 27990.597 nW 

Dynamic power 1343148.39 nW 
Total power 1371138.98 nW 

 

 

Usually if the design is completely flattened, the fine grain clock gating elements are added as a 

sounder knowledge on the activity of the design elements is available. The designer can achieve better power 

efficiency depending on the architecture of the design and the appropriate low power techniques applied to 
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the design. The same steps to achieve low power should be incorporated in the synthesis flow. It is possible 

to control the type of clock gating elements that can be inserted to the design. The list of suitable clock gating 

elements can be compiled in a file and fed to the design flow such that the tool is only allowed to pick clock 

gating elements from only these cells mentioned in the file. The work here describes the design hierarchy 

such that medium grain coarse gater are inserting in RTL and flattening of sub-modules could enable the tool 

to spend more time in providing an optimized fine grain gating in the flattened netlist. This makes power 

recovery also easy as the optimization is limited to only the modules that are flattened. The Figure 4 

illustrates the power report obtained for design synthesized with both medium grain and fine grain integrated 

clock gating elements. The Table 2 provides the power savings obtained by applying a single medium grain 

integrated clock gater to the design. 

 

 

Table 2. Desing metrics with single medium grain integrated clock gater 
Design metrics Without fine gater With fine gater 

Gates 7602 8365 
Area 13480 µm2 13410 µm2 

Leakage power 28822.773 nW 32195.061 nW 

Dynamic power 702679.878 nW 250822.902 nW 
Total power 731502.650 nW 283017.963 nW 

 

 

The clock gating elements usually provide significant improvement in power savings when the sinks 

are sequential logic or macros as these are large cells with large cumulative load capacitance. The activity 

reduction in such large cumulative load capacitance will lead to good power savings. The design is also 

physical driven synthesized for without fine grain integrated clock gaters and with fine grain integrated clock 

gaters. The additional activity reduction analyzed by the tool provides a greater clock gating efficiency. Thus, 

there is a substantial reduction in power consumption of the design. The reduction of power observed is 

79.35% with fine grain integrated clock gater while 41.37% without fine grain integrated clock gater. The 

power savings is obtained at the cost of timing performance. The single medium grain integrated clock gater 

connected to a large amount of capacitive load will consume large surge current during the transition from 

OFF state to ON state and vice versa. The fanout of the medium grain integrated clock gater is also pretty 

large, hence the launch path of the timing paths may notice a large delay. This can impact setup timing 

analysis as improving this large is not easy. Any improvement such as increasing the size of the cell, 

swapping the Vt of the gater cell wouldn’t significantly improve the launch path delay. It is also no feasible 

to custom construct the routes from the integrated clock gater to the major sinks to improve the delay in the 

launch path. The addition of such buffers or inverter chain may introduce functional verification failures 

which may need additional effort to address and verify. Hence there is a need for improving the timing 

performance of the design without losing the obtained power savings. This is achieved by cloning the 

medium grain integrated clock gater element through the design flow. 

The Table 3, provides the data on power savings obtained by cloning the medium grain integrated 

clock gating element through the physical synthesis flow. It can be observed that the dynamic power 

component of the design has reduced with the cloning of medium grain integrated clock gaters without 

insertion of the fine grain integrated clock gating elements. The distribution of the capacitive load to the 

cloned medium grain integrated clock gaters will have been more optimized by the tool for activity reduction. 

The static power of the design of the is not varying across all the various runs carried out to demonstrate the 

different clock gating scenarios. The maximum difference observed in static power consumption is 17.7% for 

a 14.7% increase in the gate count which is approximately scaled with the gate count increase. The design 

with insertion of fine grain integrated clock gaters shows an improved timing performance with a difference 

of 12% between single medium grain integrated clock gater and cloned medium grain integrated clock gater 

in power savings. This brings to a conclusion that cloning of integrated clock gating cells introduces an 

important trade-off in power and timing to the designer. The increased in the count of the cloned integrated 

clock gaters would increase the leakage power consumption while the dynamic power component 

optimization is left to the tool while the timing of the design improves. There is a need for developing aflow 

regression which could provide insights on the optimum number of integrated clock gaters to be cloned such 

that there isn’t much degradation in timing while there is as much power savings possible. The Table 4, 

provides insights on the power savings of this work with the comparative studies used in developing this 

work. Research by Ottavi et al. [1] claims a maximum power savings of 38% in the instruction cache design 

by operating in different mode of processor instruction fetch modes while [4] a maximum power savings of 

14.1% by applying suitable low power techniques involving flop multi banking, register multi banking and 

connections to integrated clock gaters based on the placement of these sequential sinks. 
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Table 3. Design metrics with cloning of medium grain integrated clock gater 
Design metrics Without fine gater With fine gater 

Gates 7783 8541 
Area 13540 µm2 13470 µm2 

Leakage power 29553.729 nW 32957.946 nW 

Dynamic power 662841.615 nW 413614.005 nW 
Total power 692395.344 nW 446571.951 nW 

 

 

Table 4. Power savings comparison 

Design metric 
Without 

fine gater 
With fin 

gater 
Cloning and without 

fine gater 
Cloning and with 

fine gater 
Ottavi et al. [1] Kwon et al. [4] 

Power savings 41.37% 79.35% 45.1% 67.4% 38% 14.1% 

 

 

4. CONCLUSION 

The power analysis provides insights on the switching activity of various sequential logic and thus 

would help for early power optimization approaches to be incorporated in the design flow. The medium grain 

integrated clock gater insertion will help with synthesis flows for other low power techniques to be applied. 

The power analysis is performed with physical driven synthesis network for both leakage and dynamic. The 

power analysis revealed that medium grain clock gaters help with finer granularity of the clock gating 

principle thus improving gating efficiency. The medium grain clock gating techniques help the tool 

understand the activities of various sinks thus helping in insertion of fine gater as well. For a single medium 

grain clock gater, the power savings obtained where 41.37% and 79.35% without and with fine gater 

insertion respectively while cloning of the medium gaters resulted in 45.1% and 67.4% power savings 

without and with fine gater insertion respectively. The fine grain integrated clock gating insertion incurred a 

maximum of 14.7% increased gate count. 
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