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ABSTRACT
Many internet of things (IoT) devices and integrated circuit (IC) cards have been compromised by side-channel attacks. Power-analysis attacks, which identify the secret key of a cryptographic circuit by analyzing the power traces, are among the most dangerous side-channel attacks. Generally, there is a trade-off between execution time and circuit area. However, the correlation between security and performance has yet to be determined. In this study, we investigate the correlation between side-channel attack resistance and performance (execution time and circuit area) of advanced encryption standard (AES) circuits. Eleven AES circuits with different performances are designed by high-level synthesis and logic synthesis. Of the eleven AES circuits, six are circuits with no side-channel attack countermeasures and five are circuits with masking countermeasures. We employ four metrics based on a T-test to evaluate the side-channel attack resistance. The results based on the correlation coefficient show the correlation between side-channel attack resistance and performance. The correlation varies according to four metrics or masking countermeasure. We argue that designers should change their attitudes towards circuit design when considering security.
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1. INTRODUCTION
Internet of things (IoT) devices and integrated circuit (IC) cards have become widespread in recent years, providing significant enrichment in our daily lives. While these devices are convenient, they are exposed to physical fields and attacked by others. Cryptographic circuits such as advanced encryption standard (AES) play an active role in protecting these devices. There are many methods used to attack cryptographic circuits, which are called side-channel attacks. Side-channel attacks expose information protected by cryptographic circuits by observing information (power traces and electromagnetic waves) emitted by devices [1, 2]. Power analysis attacks are among the most dangerous side-channel attacks because of the amount of information leaked from power traces [3]. Among power analysis attacks, simple power analysis (SPA) attacks [4], differential power analysis (DPA) attacks [5], [6] and correlation power analysis (CPA) attacks [7] are well known. Additionally, studies have focused on power analysis attacks [8], [9]. As countermeasures to side-channel attack, masking countermeasures come into play. Masking countermeasures inset random number during encryption. This approach makes it difficult for attackers to observe classified information.

On the other hand, high-level synthesis (HLS) techniques have been developed [10], [11]. HLS is a technique that automatically generates register transfer level (RTL) circuits from high-level programming languages such as C/C++. In general, high-level programming languages are easier to understand and RTL
programming languages are more difficult for beginners. Thus, high-level synthesis has an advantage when designing RTL circuits. Additionally, HLS optimization effects the performance of generated circuits [12]. Zhang et al. [13] optimizes the S-box of an AES circuit and evaluates side-channel attack resistance. Mizono in [14] optimizes AES performance during high-level synthesis and shows that a higher performance AES circuit has lower side-channel attack resistance. Bahlhar and Novotny [15] changes the synthesis parameters when synthesizing AES circuits and evaluates the side-channel attack resistance. The works in [16], [17] evaluate the side-channel attack resistance of AES circuits with masking countermeasures and show the advantages of masking countermeasures. Thus, how to design cryptographic circuits with higher side-channel attack resistance has been considered. However, the impact of circuits’ performance on side-channel attack resistance requires further discussion. Depending on the impact, this paper proposes a change in mind to designers that focus only on the performance of cryptographic circuits.

This paper investigates the correlation between the performance (number of clock cycles and number of resources) and side-channel attack resistance of AES circuits. Six AES circuits without masking countermeasures and five AES circuits with masking countermeasures are designed and evaluated. Each AES circuit is a Pareto-optimal circuit. In terms of clock cycles and resources, the AES circuits without masking countermeasures have the trade-off relationship, but the AES circuits with masking countermeasures do not. Side-channel attack resistance is evaluated by the T-test that is calculated from power traces. We employ four metrics to compare the side-channel attack resistance. For AES circuits without masking countermeasures, there is a correlation between performance and side-channel attack resistance. The result varies according to the four metrics. We argue that the evaluation of side-channel attack resistance can change depending on the definition of security. Even in AES circuits with masking measures, there is some correlation between performance (number of clock cycles and number of resources) and side-channel attack resistance. However, quite unlike AES circuits without masking, the more ideal the circuit is, the more secure it is.

The contributions of this paper are as follows.
- We design eleven AES circuits with high-level synthesis and compare the correlation between the performance (number of clock cycles and resources) and side-channel attack resistance. Of the eleven circuits, six AES circuits have no masking countermeasures and five AES circuits have masking countermeasures.
- We evaluate side-channel attack resistance in four metrics to investigate the resistance in detail. The metrics are based on T-test.
- We show the correlation between the performance (number of clock cycles and number of resources) and side-channel attack resistance. Additionally, the correlation varies depending on whether there are masking countermeasures or not.

The paper is organized as follows. In section 2, we describe the prerequisites for this study. In section 3, we design AES circuits. In section 4, we evaluate side-channel attack resistance for both types of AES circuits. In section 5, we conclude the paper and describe future work.

2. PRELIMINARIES

2.1. AES

AES is a type of cryptographic circuit, which stands for AES [18], [19]. AES is often used to encrypt communication data. It employs a common key cryptography, in which the sender and receiver use the same key to perform encryption and decryption. AES requires 128-bit plaintext input, and the key size can be selected from 128, 192, and 256 bits.

The main feature of AES is to use four types of transformations, which can be performed in a simple process. Additionally, these processes perform multiple times to increase the encryption strength. The four types of transformations performed by AES are SubBytes, ShiftRows, MixColumn, and AddRoundKey, respectively. SubBytes uses an S-box to perform substitutions in 8-bit units. ShiftRows performs to reorder data in 8-bit units. MixColumn performs matrix operations in 32-bit units. AddRoundKey performs to convert with a key generated from the encryption keys. The four conversions are simple calculations, and the decryption process performs the reverse conversions.

2.2. Power side-channel attacks

Side-channel attacks are an attack method used to obtain secret information by physically observing devices such as IoT devices and IC cards. These devices are equipped with cryptographic circuits and the circuits protect from other attacks. However, it is possible to infer the encryption key by observing the power traces. Attacks based on this technique are called power analysis attacks. The power analysis attack is one of
the most dangerous side-channel attacks [3]. There are different types of power analysis attack, including SPA [4], DPA [5], [6] and CPA [7] attacks. Especially in the IoT field, CPA can be a threat.

A CPA attack is an attack method to identify a secret key by observing multiple power traces of a cryptographic circuit. The attackers use a computer that can send random but predetermined 128-bit plaintext to the target device. Next, they gather power traces of the data bus. After some amount of time, a dataset of known input and power traces are obtained. Then, they guess at a key for each input data, XOR those 8 bits (in total 128, 192, or 256), and run them into S-box to obtain a hypothetical output value. The output value is evaluated at its Hamming weight. For each hypothetical key, the attackers generate the value of Hamming weight that is seen on the collected power traces at some point in time (when the key value goes over S-box).

It seems that at specific time, the guessed key value that is the closest match to the measured power traces must be the correct key value. To judge the match, the Pearson correlation coefficient is used. The Pearson correlation coefficients are between -1 and 1, and the closer to -1 or 1, the stronger the match. The key with the highest Pearson correlation coefficient is guessed as the correct key. These processes are repeated a certain number of times (16, 24 or 32), with 8 bits as a unit.

2.3. Masking countermeasure

Masking countermeasures are one of the methods against the power analysis attacks described above. This section describes masking countermeasures. There are two types of masking countermeasures. One is Boolean masking using logical operations and the other is arithmetic masking using arithmetic operations. Since Boolean masking is used in this study, this section describes this method [20].

Let $p_i$ be the $i$-th byte of the plaintext, $k_i$ be the $i$-th byte of the key, and SubBytes substitution be $Sbox()$; the first process of AES is expressed as in (1) and (2).

\[
a = p_i \oplus k_i
\]

\[
b = Sbox(a)
\]

This $b$ value is vulnerable to attack and must be protected. Therefore, if $m_1$ and $m_2$ are random masks, the first process of AES with masking countermeasures is expressed as in (3), (4), and (5).

\[
a' = (p_i \oplus m_i) \oplus k_i
\]

\[
Sbox'(x) = Sbox( x \oplus m_i) \oplus m_2
\]

\[
b' = Sbox'(a')
\]

This $b'$ value is independent of the key due to the random mask. Therefore, side-channel attack on this $b'$ cannot identify the key. At the end of the final round, the ciphertext is output by removing the mask according to (6).

\[
c = b' \oplus m_2
\]

2.4. T-test

T-test is one of the methods used to evaluate side-channel attack resistance [21]. It examines whether the mean and variance of two datasets are identical. One dataset is power traces with random plaintext input and the other dataset is power traces with fixed plaintext input. T-test indicates the variation of power traces at the same time. It calculates the T-value according to the following equation. The larger the T-value, the lower the side-channel attack resistance and the less secure the circuit. The T-value threshold is 4.5.

\[
T = \frac{|X_A - X_B|}{\sqrt{s_A^2/N_A + s_B^2/N_B}}
\]

In this case, $N_A$ and $N_B$ are the number of samples, $X_A$ and $X_B$ are the sample means, and $s_A$ and $s_B$ are standard deviation. A and B are two sets of datasets. In this paper, T-values are evaluated in absolute values, as shown above.
3. AES CIRCUIT DESIGNS

3.1. High-level synthesis

We design circuits via high-level synthesis and logic synthesis. Figure 1 shows the experimental flow. The left block shows the circuit design, and the right block shows the power analysis and T-test. In this section, we introduce the circuit design method.

![Experimental flow](image)

Figure 1. Experimental flow that is circuit design, power analysis and T-test

High-level synthesis is a technique that automatically generates RTL circuits from high-level languages such as C/C++. We use Vivado HLS as a high-level synthesis tool. Vivado HLS has an optimization feature that allows designers to change the performance of circuits. Using optimization, we design twelve AES circuits from AES programs without a masking countermeasure and fifteen AES circuits from AES programs with a masking countermeasure. We then employ six AES circuits without a masking countermeasure and five AES circuits with a masking countermeasure, according to Pareto-optimal. The AES program without a masking countermeasure is quoted in the CHStone benchmark [22]. The AES program with a masking countermeasure is quoted in [23]. The simulation period for each AES circuit is 10 ns. Blömer et al. [24] showed that there may be a weakly masking countermeasure. However, the masked program [23] quoted in this paper was guaranteed to be secure in [25]. The algorithm of AES without masking countermeasure is shown in Figure 2. This algorithm is a basic AES algorithm where SubBytes, ShiftRows, MixColumn and AddRoundKey are processed in sequence. These processes are repeated ten times and all keys are generated by KeySchedule function prior to the encryption process. The algorithm of AES with a masking countermeasure is shown in Figure 3. Figure 3(a) shows the top function. Top function is almost the same as the program [22]. The only difference is the masking process with the reconfigure function. Figure 3(b) illustrates how to conduct the masking countermeasure using sBox_Masked in SubBytes. Figure 3(c) shows the reconfigure function. This function outputs sBox_Masked to mask the Sbox. This program conducts the masking countermeasure to Sbox; thus, Sbox is considered a more challenging target for a side-channel attack.

![Algorithm without masking countermeasure](image)

Figure 2. AES algorithm without masking countermeasure

The optimization for the AES program without masking measures is summarized in Table 1. The pipeline initiation interval indicates the strength of the pipeline shown in Figure 4. Pipelining is a technique that optimizes programs to schedule instruction efficiently. In Figure 4, RD means “data read”, CMP means “computation”, WR means “data write”. Figure 4(a) shows the process without pipelining. Figure 4(b) shows
the pipelining process with initiation interval = 1. Figure 4(c) shows the pipelining with initiation interval=2. As shown in Figure 4, if the initiation interval is 1, the next process is set to start one clock later. Additionally, if the initiation interval is 2, the next process is set to start two clocks later. To compare Figures 4(a) and 4(b), Figure 4(a) that has no pipelining needs 9 clock cycles to conduct this instruction, however Figure 4(b) that has pipelining needs only 5 clock cycles. This is an advantage of pipelining. Thus, one can imagine that the larger the value of the initiation interval, the longer the execution time. For AES circuits without masking countermeasures, the initiation interval scheduled by the Vivado HLS are II=2, 3, and 4. At II=1, the scheduling is not possible, and at II = 5 and above, the performance does not change. The optimization of the AES program with masking countermeasures is summarized in Table 2. For AES programs with masking countermeasures, scheduling is possible even at an initiation interval of 1.

```c
encrypt ( block_t PlainText, key_t Key, block_t MaskIn, block_t MaskOut ) {
    reconfigure( MaskIn, MaskOut)
    block_t Statemt = PlainText ;
    key_t RoundKey = Key ;
    Statemt = addRoundKey( Statemt, RoundKey ) ;
    for( int round = 1; round < 10; round++) {
        RoundKey = updateKey( RoundKey, round ) ;
        Statemt = subBytes( Statemt, round ) ;
        Statemt = shiftRows( Statemt ) ;
        Statemt = ( ( round == 9 ) ? Statemt : mixcolumns( Statemt ) ) ;
        Statemt = addRoundKey( Statemt, RoundKey ) ;
    }
    Statemt = remaskOutput( Statemt, MaskIn, MaskOut ) ;
    return Statemt ;
}
```

Figure 3. The masked AES algorithm, (a) top function, (b) sbox layer, and (c) reconfiguration of sboxes
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### Table 1. Optimization without masking

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>The circuit without optimization</td>
</tr>
<tr>
<td>Inline and pipeline ( II = 2 )</td>
<td>The circuit with inlining and pipelining with initial interval = 2 for FOR loop</td>
</tr>
<tr>
<td>Pipeline ( II = 2 )</td>
<td>The circuit with pipelining of initiation interval = 2 for FOR loop</td>
</tr>
<tr>
<td>Pipeline ( II = 3 )</td>
<td>The circuit with pipelining of initiation interval = 3 for FOR loop</td>
</tr>
<tr>
<td>Pipeline ( II = 4 )</td>
<td>The circuit with pipelining of initiation interval = 4 for FOR loop</td>
</tr>
<tr>
<td>Pipeline ( func )</td>
<td>The circuit with pipelining of initiation interval = 2 for each function</td>
</tr>
</tbody>
</table>

![Figure 4. Description of pipelining initial interval, (a) without pipelining, (b) pipelining with initial interval=1, and (c) pipelining with initial interval =2](image)

### Table 2. Optimization with masking

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>The circuit without optimization</td>
</tr>
<tr>
<td>Pipeline ( function, II = 1 )</td>
<td>The circuit with pipelining of initiation interval = 1 for each function</td>
</tr>
<tr>
<td>Pipeline ( II = 1 )</td>
<td>The circuit with pipelining of initiation interval = 1 for FOR loop</td>
</tr>
<tr>
<td>Pipeline ( II = 2 )</td>
<td>The circuit with pipelining of initiation interval = 2 for FOR loop</td>
</tr>
<tr>
<td>Inline and Pipeline ( II = 3 )</td>
<td>The circuit with inlining and pipelining with initial interval = 3 for FOR loop</td>
</tr>
</tbody>
</table>

3.2. Synthesis result

After high-level synthesis, we design AES circuits using logic synthesis. Logic synthesis is the process of implementing logic circuits from very high speed integrated circuit hardware description language (VHDL) or hardware description language (HDL). This study uses logic synthesis on FPGAs, and the target FPGA board is the Zynq 7000. FPGAs are well researched in that they are reprogrammable, but they have characteristics that make them vulnerable to power analysis attacks [26]. We use Vivado as the logic synthesis tool. Vivado can simulate implemented circuits in FPGAs. Therefore, the AES circuits in this study are not mounted on the actual hardware but run entirely on the simulation. Since there is no effect from the external environment, the experiment has an advantage, as it is conducted in an ideal environment. The number of clock cycles and resources after logic synthesis for each AES circuit is shown in Table 3 and Figure 5. Figure 5(a) shows the relationship between clock cycles and resources for the AES circuits without masking countermeasures. Figure 5(b) shows the relationship for the AES circuits with masking countermeasures. Resources refer to the number of slices. Slices are fundamental hardware resources in FPGAs, typically consisting of look up tables (LUTs) and flip flops. In case of the FPGA used in our work, a slice contains six 6 input LUTs. We use the number of slices to evaluate the circuit size. Therefore, the larger the resources, the larger the circuits area. In Table 3 the upper rows show the number of AES circuits without a masking countermeasure and Table 4 the lower rows show the number of AES with a masking countermeasure. In Figure 5, the horizontal axis is the number of clock cycles and the vertical axis is the number of resources. We can see the relationship between clock cycles and resources from Figure 5. AES circuits without masking are inversely proportional and AES circuits with masking are close to proportional. Since the source codes for high-level synthesis are different, the impact of the optimization of the two types of AES circuits is very different. In terms of improving circuit performance, the AES circuit with masking is superior, allowing for the implementation of a circuit with higher performance and smaller area. For designers, it is essential to devise a method of writing source code.
4. EVALUATION OF POWER SIDE-CHANNEL LEAKAGE

4.1. Power analysis and T-test

We analyze the power traces and evaluate side-channel attack resistance for the AES circuit designed in section 3. T-test is employed to evaluate side-channel attack resistance [27]. To carry out the power analysis, we use Vivado and the power analysis tool developed in [28]. In Figure 1, the right block shows power analysis and T-test method. In this study, power traces are also measured on the simulation. This environment removes human error or minute differences in measurement methods. Therefore, the evaluation considers severe conditions for cryptographic circuits, which tend to result in higher side-channel attack resistance. Power traces are analyzed from switching activity. Switching activity records changes in signals as the circuit operates, and these recorded changes can analyze power traces. Switching activity interface format (SAIF) files can record the switching activity. The power analysis tool [28] can generate a lot of SAIF files from value change dump (VCD) file. VCD file records whole signal changes and it can be generated by synthesis simulation. The SAIF files are obtained in the same amount of clock cycles. Each SAIF file holds power values. The waveforms obtained from the power values are shown in Figure 6. Figure 6(a) shows the power trace for an AES circuit without masking countermeasures and Figure 6(b) shows the power trace for an AES circuit with masking countermeasures by simulation. The horizontal axis depicts the time and the vertical axis depicts the power.

Table 3. Number of clock cycles and resources (slices) for AES circuit without mask

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default Pipeline (func, II=2)</th>
<th>Inline and pipeline (II = 2)</th>
<th>Pipeline (II=2)</th>
<th>Pipeline (II=3)</th>
<th>Pipeline (II=4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clock cycles</td>
<td>487</td>
<td>597</td>
<td>398</td>
<td>407</td>
<td>470</td>
</tr>
<tr>
<td>Resources</td>
<td>679</td>
<td>596</td>
<td>780</td>
<td>670</td>
<td>660</td>
</tr>
</tbody>
</table>

Table 4. Number of clock cycles and resources (slices) for masked AES circuit

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default Pipeline (func, II = 1)</th>
<th>Inline and pipeline (II=3)</th>
<th>Pipeline (II=1)</th>
<th>Pipeline (II=2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clock cycles</td>
<td>1334</td>
<td>76</td>
<td>1203</td>
<td>530</td>
</tr>
<tr>
<td>Resources</td>
<td>1076</td>
<td>944</td>
<td>1180</td>
<td>1073</td>
</tr>
</tbody>
</table>
traces. The results are for the AES circuit with default performance; this means no optimization options are used. The shape of waveforms is slightly different; however, we can see the ten cryptographic operations.

![Figure 6. Power traces obtained by simulation, (a) power trace of AES circuit without masking and (b) power trace of masked AES circuit](image)

Next, we discuss the T-test [21]. As mentioned in section 2.4, the T-test is a method used to evaluate the side-channel attack resistance. The T-test as shown in.

\[
T = \frac{|\bar{x}_A - \bar{x}_B|}{\sqrt{\frac{s_A^2}{N_A} + \frac{s_B^2}{N_B}}}
\]

T-values are computed at 10 ns intervals, which is the same as the clock cycle. Therefore, the same number of T-values are gathered as the number of clock cycles in AES circuits. First, 30 power traces from 30 encryptions are obtained to compute the T-value. Then, 20 power traces are obtained from random 128-bit plaintexts (as shown above in Eq. A) and 10 power traces (B in the above formula) from fixed 128-bit plaintexts. The 128-bit cryptographic key is fixed. The amount of traces used in the experiments looks low, but we conduct experiments by simulation that is considered ideal noiseless environments. Therefore 30 power traces are not so little. Also, simulation time is extremely slower than real experiments time. We cannot obtain a lot of traces. The T-test results are shown in Figure 7. Figure 7(a) shows the result for the AES circuit without masking countermeasures and Figure 7(b) shows the result for the AES circuit with masking countermeasures. The horizontal axis depicts the time and the vertical axis depicts the absolute T-value.

![Figure 7. T-test results, (a) T-test of AES circuit without masking and (b) T-test of AES masked circuit](image)
The results are for the AES circuit with default performance. There is a red line at the T-value threshold of 4.5, because the T-value threshold is set at 4.5. From Figure 7, we can see that even AES circuits do not secure circuits. Most literature focuses on whether the absolute T-value exceeds 4.5 of the T-value threshold. However, the purpose of this paper is to compare side-channel attack resistance based on the performance of each AES circuit. Satoh et al. [29] and Francois [30] discuss the importance of security evaluation. The tools used in this study is as:
- Vivado HLS: Optimization and high-level synthesis;
- Vivado: synthesis simulation and exporting VCD file;
- Power analysis tool [28]: Generating SAIF files.

In this paper, to compare AES circuits equally, we evaluate side-channel attack resistance based on the following four metrics:
- \( P_{≤4.5} \): percentage of T-values lower than or equal to 4.5;
- \( N_{≤4.5} \): number of times T-values is 4.5 or higher;
- \( T_{\text{max}} \): maximum T-value;
- \( T_{\text{ave}} \): average T-value.

\( P_{≤4.5} \) shows the percentage of T-values distributed below 4.5 for the entire AES circuit. In Figure 7, the percentage below the red line is shown; since the T-value threshold is 4.5, \( P_{≤4.5} \) is higher. The higher the T-value, the higher the side-channel attack resistance. \( N_{≤4.5} \) indicates the number of times the T-value is greater than 4.5. In Figure 7, the red line \( N_{≤4.5} \) indicates the number of times that the distribution is above the red line. \( N_{≤4.5} \) is 4.5, the higher the side-channel attack resistance. \( T_{\text{max}} \) indicates the maximum value of T. Since the T-value indicates the variation of the power of 30 encryptions, the larger the T-value, the lower the side-channel attack resistance. Therefore, the smaller \( T_{\text{max}} \) is smaller, the higher the side-channel attack resistance. \( T_{\text{ave}} \) indicates the average value of the T-value. Similarly, the smaller \( T_{\text{ave}} \), the higher the side-channel attack resistance. We evaluate the side-channel attack resistance of AES circuits from the above four metrics. One of the contributions of this paper is that security is now evaluated based on the above four metrics.

### 4.2. Evaluation of AES circuits without masking

As mentioned in section 4.1, the side-channel attack resistance is evaluated from four metrics based on a T-test. Figures 8 and 9 show the evaluation of side-channel attack resistance of AES circuits without masking countermeasures. Figure 9 shows the number of clock cycles and the results of the four metrics. The horizontal axis is the number of clock cycles, and the vertical axes are \( P_{≤4.5} \), \( N_{≤4.5} \), \( T_{\text{max}} \) and \( T_{\text{ave}} \), respectively. Figure 9 shows the number of resources and the results of the four metrics. The horizontal axis is the number of resources, and the vertical axes are \( P_{≤4.5} \), \( N_{≤4.5} \), \( T_{\text{max}} \) and \( T_{\text{ave}} \), respectively. Table 5 shows the correlation coefficient between the performance and side-channel attack resistance of AES circuits without masking countermeasures.

Figure 8(a) shows a positive correlation between the number of clock cycles and \( P_{≤4.5} \). The higher the \( P_{≤4.5} \), the higher the side-channel attack resistance. Therefore, the smaller the number of clock cycles, the lower the side-channel attack resistance. Figure 8(b) shows a positive correlation between the number of clock cycles and \( N_{≤4.5} \). The higher the \( N_{≤4.5} \), the lower the side-channel attack resistance. Therefore, the smaller the number of clock cycles, the higher the side-channel attack resistance. Figure 8(c) shows a positive number of clock cycles and \( T_{\text{max}} \). The higher the \( T_{\text{max}} \), the lower the side-channel attack resistance. Therefore, the smaller the number of clock cycles, the higher the side-channel attack resistance. Figure 8(d) shows a negative correlation between the number of clock cycles and \( T_{\text{ave}} \). The higher the \( T_{\text{ave}} \), the lower the side-channel attack resistance. Therefore, the smaller the number of clock cycles, the lower the side-channel attack resistance.

Figure 9(a) shows a negative correlation between the number of resources and \( P_{≤4.5} \). Therefore, the smaller the number of resources, the higher the side-channel attack resistance. Figure 9(b) shows a negative correlation between the number of resources and \( N_{≤4.5} \). Therefore, the smaller the number of resources, the lower the side-channel attack resistance. Figure 9(c) shows a slight negative correlation between the number of resources and \( T_{\text{max}} \). Therefore, the smaller the number of resources, the lower the side-channel attack resistance. Figure 9(d) shows a positive correlation between the number of resources and \( T_{\text{ave}} \). Therefore, the smaller the number of resources, the higher the side-channel attack resistance.

The results in Figures 8 and 9 show a correlation between the performance (number of clock cycles and number of resources) and side-channel attack resistance of AES circuits without masking countermeasures. However, the strength of side-channel attack resistance varies depending on the security evaluation metrics. For example, the results in Figures 8(a) and 8(d) show that the higher the number of clock cycles, the higher the side-channel attack resistance. In contrast, Figures 8(b) and 8(c) show that the smaller the number of clock cycles, the higher the side-channel attack resistance. The graphs in Figure 9 show contrasting results, as there is a trade-off between the number of clock cycles and resources.
Figure 8. Clock cycles and side-channel attack resistance for AES without masking, (a) relationship of clock cycles and $P_{1\leq4.5}$, (b) relationship of clock cycles and $N_{12\geq4.5}$, (c) relationship of clock cycles and $T_{\text{max}}$, and (d) relationship of clock cycles and $T_{\text{ave}}$.

Figure 9. Resources and side-channel attack resistance for AES without masking, (a) relationship of resources and $P_{1\leq4.5}$, (b) relationship of resources and $N_{12\geq4.5}$, (c) relationship of resources and $T_{\text{max}}$, and (d) relationship of resources and $T_{\text{ave}}$. 
Table 5. Correlation coefficient between performance and different security metrics for AES without masking

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(P_{\text{4A5}})</th>
<th>(N_{\text{4A5}})</th>
<th>(T_{\text{max}})</th>
<th>(T_{\text{ave}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clock cycles</td>
<td>0.66</td>
<td>0.98</td>
<td>0.58</td>
<td>-0.81</td>
</tr>
<tr>
<td>Resources</td>
<td>-0.79</td>
<td>-0.74</td>
<td>-0.27</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 6 summarizes the results of Figures 8 and 9. Higher performance indicates a smaller number of clock cycles, and lower cost indicates a smaller number of resources. In general, high performance and low cost should be designers’ main targets. Additionally, since there is a trade-off between performance and cost, higher performance circuits tend to have a larger cost. Table 6 shows that when we try to design higher performance circuits, the circuits are more secure in terms of \(N_{\text{4A5}}\) and \(T_{\text{max}}\), but less secure in terms of \(P_{\text{4A5}}\) and \(T_{\text{ave}}\). On the other hand, when we try to design lower cost circuits, the circuits are less secure in terms of \(N_{\text{4A5}}\) and the \(T_{\text{max}}\), but more secure in terms of \(P_{\text{4A5}}\) and \(T_{\text{ave}}\). The results for AES circuits without masking countermeasures show that side-channel attack resistance varies depending on the security metrics. When we design AES circuits without masking countermeasures and consider security, the design method may differ depending on which metrics are important.

Table 6. Side-channel attack resistance with different security metrics for AES without masking

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(P_{\text{4A5}})</th>
<th>(N_{\text{4A5}})</th>
<th>(T_{\text{max}})</th>
<th>(T_{\text{ave}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higher performance</td>
<td>(\times)</td>
<td>(\circ)</td>
<td>(\circ)</td>
<td>(\times)</td>
</tr>
<tr>
<td>Lower cost</td>
<td>(\circ)</td>
<td>(\times)</td>
<td>(\times)</td>
<td>(\circ)</td>
</tr>
</tbody>
</table>

4.3. Evaluation of masked AES

Figures 10 and 11 show the evaluation of side-channel attack resistance of masked AES circuits. Figure 10 shows the number of clock cycles and the results of the four metrics. The horizontal axis is the number of clock cycles, and the vertical axes are \(P_{\text{4A5}}\), \(N_{\text{4A5}}\), \(T_{\text{max}}\) and \(T_{\text{ave}}\) respectively. Figure 11 shows the number of resources and the results of the four metrics. The horizontal axis is the number of resources, and the vertical axes are \(P_{\text{4A5}}\), \(N_{\text{4A5}}\), \(T_{\text{max}}\) and \(T_{\text{ave}}\) respectively. Table 7 shows the correlation coefficient between the performance (number of clock cycles and number of resources) and the side-channel attack resistance of masked AES circuits.

Table 7. Correlation coefficient between performance and different security metrics for masked AES

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(P_{\text{4A5}})</th>
<th>(N_{\text{4A5}})</th>
<th>(T_{\text{max}})</th>
<th>(T_{\text{ave}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clock cycles</td>
<td>-0.20</td>
<td>0.99</td>
<td>0.74</td>
<td>0.89</td>
</tr>
<tr>
<td>Resources</td>
<td>0.12</td>
<td>0.78</td>
<td>0.87</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Figure 10(a) shows that there is no correlation between the number of clock cycles and \(P_{\text{4A5}}\). Figure 10(b) shows a positive correlation between the number of clock cycles and \(N_{\text{4A5}}\). The higher the \(N_{\text{4A5}}\), the lower the side-channel attack resistance. Therefore, the smaller the number of clock cycles, the higher the side-channel attack resistance. Figure 10(c) shows a positive correlation between the number of clock cycles and \(T_{\text{max}}\). The higher the \(T_{\text{max}}\), the lower the side-channel attack resistance. Therefore, the smaller the number of clock cycles, the higher the side-channel attack resistance. Figure 10(d) shows positive correlation between the number of clock cycles and \(T_{\text{ave}}\). The higher the \(T_{\text{ave}}\), the lower the side-channel attack resistance. Therefore, the smaller the number of clock cycles, the higher the side-channel attack resistance.

Figure 11(a) shows that there is no correlation between the number of resources and \(P_{\text{4A5}}\). Figure 11(b) shows a positive correlation between the number of resources and \(N_{\text{4A5}}\). The smaller the number of resources, the higher the side-channel attack resistance. Figure 11(c) shows a positive correlation between the number of resources and \(T_{\text{max}}\). The smaller the number of resources, the higher the side-channel attack resistance. Figure 11(d) shows a slight positive correlation between the number of resources and \(T_{\text{ave}}\). The smaller the number of resources, the higher the side-channel attack resistance.

The results in Figures 10 and 11 show that the performance (number of clock cycles and number of resources) of masked AES circuits and side-channel attacks have \(P_{\text{4A5}}\). There is some correlation between them, except for \(P_{\text{4A5}}\). In contrast with the AES circuits without masking countermeasures, there is no change in side-channel attack resistance in terms of security metrics.

Empirical analysis of power side-channel leakage of high-level synthesis ... (Takumi Mizuno)
Similarly, Table 8 summarizes the results of Figures 10 and 11. According to Table 8, in terms of \( N_{\geq 4.5}, T_{\text{max}} \), and \( T_{\text{ave}} \), we can see that the higher performance or the lower cost of the masked AES circuits have higher side-channel attack resistance. The results for masked AES circuits show that the safest circuit is the most ideal.

![Graphs](image)

**Figure 10.** Clock cycles and side-channel attack resistance for masked AES, (a) relationship of clock cycles and \( P_{\leq 4.5} \), (b) relationship of clock cycles and \( N_{\geq 4.5} \), (c) relationship of clock cycles and \( T_{\text{max}} \), and (d) relationship of clock cycles and \( T_{\text{ave}} \).
Figure 11. Resources and side-channel attack resistance for masked AES, (a) relationship of resources and $P_{T \geq 4.5}$, (b) relationship of resources and $N_{T \geq 4.5}$, (c) relationship of resources and $T_{\text{max}}$, and (d) relationship of resources and $T_{\text{ave}}$

Table 8. Side-channel attack resistance with different security metrics for masked AES

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$P_{T \geq 4.5}$</th>
<th>$N_{T \geq 4.5}$</th>
<th>$T_{\text{max}}$</th>
<th>$T_{\text{ave}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higher performance</td>
<td>-</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Lower cost</td>
<td>-</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

The results for masked AES circuits show that side-channel attack resistance depends on the circuits’ performance. When we design masked AES circuits and consider security, a better performing circuit provides higher side-channel attack resistance. Additionally, in this study, the masked AES circuits do not possess sufficient security features, which is different from the observations in previous work such as [23]-[25]. One reason for this is that our evaluation is based on simulation. Simulation is a noiseless ideal environment that is severe for cryptographic circuits. Although the masked AES circuits are not perfectly safe, we observe that the masked circuits tend to be safer than the circuits without masking. It should be noted that the goal of this work is not evaluation of masking, but studying the impacts of high-level optimizations on the side-channel leakage. In future, we plan to conduct more extensive experiments based on not only simulation but also actual implementation.

5. CONCLUSIONS

This study investigates the relationship between the performance (number of clock cycles and number of resources) and side-channel attack resistance of AES circuits. We design and evaluate AES circuits without masking countermeasures and AES circuits with masking countermeasures. From four metrics based on a T-test, we evaluate the side-channel attack resistance. There are correlations between performance and side-channel attack resistance in both types of AES circuits, but the relationship is different. For AES circuits without masking countermeasures, the results differ depending on the evaluation metrics, and designers must change their design approach depending on which evaluation metrics are important.
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