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 Recently, plant identification has become an active trend due to encouraging 

results achieved in plant species detection and plant classification fields 

among numerous available plants using deep learning methods. Therefore, 

plant classification analysis is performed in this work to address the problem 

of accurate plant species detection in the presence of multiple leaves together, 

flowers, and noise. Thus, a convolutional neural network based deep feature 

learning and classification (CNN-DFLC) model is designed to analyze 

patterns of plant leaves and perform classification using generated fine-

grained feature weights. The proposed CNN-DFLC model precisely estimates 

which the given image belongs to which plant species. Several layers and 

blocks are utilized to design the proposed CNN-DFLC model. Fine-grained 

feature weights are obtained using convolutional and pooling layers. The 

obtained feature maps in training are utilized to predict labels and model 

performance is tested on the Vietnam plant image (VPN-200) dataset. This 

dataset consists of a total number of 20,000 images and testing results are 

achieved in terms of classification accuracy, precision, recall, and other 

performance metrics. The mean classification accuracy obtained using the 

proposed CNN-DFLC model is 96.42% considering all 200 classes from the 

VPN-200 dataset. 
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1. INTRODUCTION  

There are numerous environmental resources on the planet and one of the most essential and 

advantageous environmental resources is plants. Plants are the most essential element for the survival of 

humans and a key resource of all the available ecological resources. Plants can be of different varieties such as 

green plants, mossy plants, flowering plants, grass, wine plants, and seed plants (angiosperms and 

gymnosperms). The plant is extremely important to human society because they contribute massively to 

providing human food and they generate synthetic starch with the help of the photosynthetic process. Further, 

plants absorb carbon-di-oxide (𝐶𝑂2) gas and exhibit oxygen (𝑂2) gas, which is the most essential element for 

human survival. It also controls ecological conditions like temperature, global warming, and humidity. 

According to research conducted by the food and agriculture organization (FAO) in the United Nations of 

America (USA), the world population will grow up to 9.1 billion by the year 2050. Thus, the nutrition 

production rate needs to be increased by 70% to provide nutrition to such a huge number of people by the year 

2050 [1]. However, multiple factors can heavily affect the growth of nutrition production rates such as limited 

clean water and the absence of large areas for cultivation. 

https://creativecommons.org/licenses/by-sa/4.0/
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Furthermore, diseases in crops certainly do not help in increasing the production rate of nutrition as 

they massively attack the quality as well as quantity of crops. The existence of diseases in plants hurts the food 

production rate. These diseases in plants can be of various types but plant disease can be identified by precisely 

detecting the types of marks or lesions that occurred on the leaves, flowers, fruits, or stems. Usually, plant 

disease starts from leaves and can be controllable if identifies early. Every disease on the plant leaves has some 

unique patterns which are also called abnormalities. By identifying these abnormalities, plant disease 

identification, and analysis of their symptoms can be possible [2]. If diseases do not identify in the initial stages 

of corps production, then food insecurity will enhance, and in these types of cases, corps become wasted more 

often [3]. The most effective solution to avoid these types of cases is early detection of diseases in plants so 

that they can be prevented from disease and proper disease control ideas and precautions always play a key 

role in the management or decision-making of plant production. Furthermore, image analysis and classification 

of plant species have gained massive attention in the last few years, especially in the field of machine learning 

and computer vision. The main objective of computer vision and machine learning techniques is used to analyze 

and identify images belonging to numerous categories or meta-categories. These categories can be varied kinds 

of plants, animals, vehicles, retail products, and medicines. The primary objective and challenge to 

understanding these images are analyzing fine-grained visual variations so that objects can be distinguished 

efficiently among all the objects with similar appearances. However, all the objects have different 

characteristics. The identified discriminative region generates high-quality features which carry the most 

significant and distinctive information about an image. Based on these distinctive features, the classification 

of plant leaf species can be achieved successfully. However, the extraction of discriminative features from 

plant leaf species requires a strong feature extraction technique. Thus, deep learning methods can be a powerful 

tool to extract discriminative features from plant leaf species. Recently, deep learning methods have found 

several breakthroughs in the analysis of discriminant features and learning of fine-grained characteristics of 

plant leaf images [4]–[7]. 

However, there are a few problems associated with the traditional deep learning-based discriminant 

feature extraction methods through deep learning methods such as high-class variance, object similarities, 

complex backgrounds, and poor fine-grained analysis. Therefore, a convolutional neural network based deep 

feature learning and classification (CNN-DFLC) model is employed to identify plant leaf species and classify 

plant images belonging to exactly which class. The proposed CNN-DFLC model distinguishes plant species 

among several classes. The proposed CNN-DFLC model obtains the most significant information from 

discriminative image regions so that efficient training is performed and improved classification accuracy is 

obtained. The proposed CNN-DFLC model is tested on the Vietnam dataset and classification performance 

can be measured on the testing dataset using obtained fine-grained discriminative features. The proposed CNN-

DFLC model comparably improves the identification efficiency of plant leaf images. 

 

 

2. LITERATURE SURVEY 

In this world, there is an abundant amount of plants present and the leaves of these plants are the same 

in color, appearance, and shape. As a result, the classification of plant leaf species becomes a challenging and 

complex process. To distinguish between medicinal and non-medicinal plants, extraction of fine-grained 

discriminative features is quite important which can be achieved using deep learning methods. Recently, many 

deep learning methods are presented by different researchers to identify medicinal plants among several plant 

categories. One of the best deep learning methods for plant leaf identification among several categories can be 

CNN architecture. Some of the research works are presented in the next paragraph regarding the classification 

of plant leaves through CNN architecture.  

A detection and classification method for the analysis of plant species and diseases is reviewed using 

deep learning methods [8]. The deep learning method is utilized for handling challenges and learning essential 

features of plant leaf images. The latest and advanced imaging techniques can be utilized to improve efficiency 

and obtain discriminative features. Plant type classification [9] is performed for feature filtering and fine-

grained features. Here, Adaboost.M1 and LogitBoost algorithms are utilized to improve plant classification 

efficiency. Here, the classification of plant species is obtained using four types of classifiers such as k-nearest 

neighbors (kNN), random forest (RF), support vector machine (SVM), and multi-layer perceptron (MLP). A 

deep learning method [10] is presented to detect and classify plant diseases. Here, low-intensity information is 

obtained from the background and foreground of the image. Further, to acquire information related to the 

images such as image structure, chrominance, and image positions, deep learning methods are utilized. Here, 

a disease classification system of plants is enabled to get the information related to the plant and to handle plant 

diseases. Mathulaprangsan and Lanthong [11], a leaf disease detection system is utilized to classify cassava 

leaves based on CNN architecture. Here, testing results are obtained using the DenseNet121 model, and 

obtained classification accuracy using this DenseNet121 model is 94.32% and the F1-score at 92.13%. A deep 

residual dense network [12] is presented to identify tomato leaf diseases. A hybrid deep learning technique is 
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adopted to improve the efficiency of the deep residual dense network. This technique significantly reduces 

several training parameters to enhance classification accuracy. Haider et al. [13], disease classification and 

verification mechanisms are presented to improve knowledge-based decisions. Jin et al. [14], deep learning 

methods are utilized to identify weed plant species and a training image dataset is adopted using image 

processing techniques and reduces Bayesian classification errors. The center-net model is utilized to achieve 

precision and recall of 95.6% and 95%, respectively. This model significantly reduces the computational cost. 

A fine-grained-generative adversarial network (GAN) method is adopted to identify leaf spot diseases that 

occurred in grape leaves [15]–[17]. Therefore, the CNN-DFLC model is presented to identify plant leaf classes 

among several classes. The next section discusses the method related to the proposed CNN-DFLC model. 

 

 

3. MODELLING FOR MODEL 

This section discusses the method regarding the proposed CNN-DFLC model for quality features 

extraction from the given plant input images so that efficient classification is performed and evaluates among 

several classes which image belongs to which class. The successful implementation of the proposed CNN-

DFLC model can provide efficient plant analysis and classification. Most of the research works are focused on 

the identification of plant diseases (type of diseases). However, very few methods are focused on the detailed 

study of plant classification, and can efficiently classify which image belongs to which class among available 

several classes. Plant classification is a complex and challenging process and has been given very little 

attention, especially for the classification of around 200 classes by using an advanced deep learning architecture 

CNN-DFLC model. There are numerous species present across the world related to plants and the identification 

of which plant belongs to which species, is a challenging process. Therefore, in this research work, a deep 

learning-based plant classification process is performed to identify accurate classes of plant images using the 

proposed CNN-DFLC model. Based on the efficient training of the proposed CNN-DFLC model, classification 

accuracy can be massively improved. The focus of this research work is better optimization of training weights 

of neural networks. The first step of plant identification and classification is the selection of the large dataset 

and the second step is pre-processing of dataset images available in different classes and performing tuning of 

hyper-parameters. The next step is an analysis of this plant dataset to get pre-trained weights. In the next step, 

the obtained pre-trained weights are utilized to perform efficient deep training. The final step is testing the 

proposed CNN-DFLC model based on the obtained fine-grained discriminative features and performing 

classification. The testing results will provide several performance metrics using the testing dataset and class 

prediction-related results. The proposed CNN-DFLC model efficiently estimates which image belongs to 

which plant class. So that efficient plant identification of different species can be achieved. Here, the real 

outputs were compared with the predicted outputs to detect errors. Moreover, individual and overall accuracy, 

precision, recall, and other performance metrics are measured to evaluate the efficiency of the proposed CNN-

DFLC model. With the help of certain training parameters and optimizers, efficiency improvement is achieved. 

Finally, the successful classification and identification of plant species are achieved. 

The proposed training framework consists of a plant image dataset with varied classes and these 

images are fed as input to the proposed CNN-DFLC model. The proposed CNN architecture consists of varied 

sequential layers, soft-max activation, and dense blocks. In addition, varied optimizers are utilized to improve 

performance and perform model fitting for plant detection and classification. Customization of the proposed 

CNN-DFLC model is achieved with the help of convolutional layers, max-pooling layers, batch normalization 

layers, dropout layers, and dense blocks. There are different stride sizes of convolutional layers, and max-

pooling layers are utilized. Varied types of optimizers are adopted such as Adam, RMS-prop, and AMS-grad 

to improve analysis and classification efficiency. The visualization of performance metrics is analysed using 

the Loss curves, training accuracy, validation accuracy, and confusion matrix. Moreover, the best hyper-

parameters for proposed CNN architecture are achieved using a cross-validation approach. Here Figure 1 

provide details of plant classification process using the proposed CNN-DFLC model from the data acquisition 

stage to the final classification performance enhancement stage. 

 

3.1.  Model pre-processing 

The proposed CNN-DFLC model consists of varied layers such as sequential layers, dropout layers, 

max-pooling layers, fully linked layers, and soft-max layers. It also consists of a few dense blocks. In this work, 

Vietnam dataset is selected for the training of the proposed CNN-DFLC model. This dataset is a large plant 

image dataset that contains several images of 200 classes. Sometimes, noise or distortions are not visible or 

visualization is not possible from the naked eyes. Thus, in the proposed model, pre-processing is an essential 

step in which the dataset images are filtered from noise and unwanted distortions so that pre-trained features 

can be fine-grained. Generally, deep learning or CNN-based classification models require a large number of 

dataset images to avoid over-fitting. Therefore, the dataset images are transformed into varied shapes like 
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horizontal, rotational, vertical, and zooming of certain regions in different epochs for each image, and images 

can be transformed into several different orientations. The regions of each image are transformed into each 

step of an epoch. Therefore, all the regions of each image are covered and accurate training is performed. Most 

of the plant species are symmetric in nature, so more training images can be obtained by mirroring and rotating 

the given dataset images using transformation and augmentation methods. Moreover, histogram equalization 

improves contrast values and colour augmentation efficiency. All the training images must be of the same size 

for efficient network modelling. Padding and scaling can be performed to analyse images precisely as the 

images are gathered at varying heights and angles. Thus, after pre-processing, pre-trained features can be 

generated from the model analysis and efficient training can be performed. Furthermore, computational 

complexity reduction, dataset uniformity, image smoothening, and feature learning enhancement can be 

achieved using pre-processing in the proposed CNN-DFLC model. 

 

 

 
 

Figure 1. Plant classification process using proposed CNN-DFLC model 

 

 

3.2.  Model architecture 

The main objective of the proposed CNN-DFLC model is to design an accurate learning and 

computationally compact model. The generated pre-trained features can be utilized for model training to get 

the efficient classification of plant species. Three sets of layers are presented in the proposed CNN-DFLC 

model. In the first set of varied convolutional layers, a batch normalization layer is present followed by a 

rectified linear units (ReLU) activation functional layer. In the second set, two different max-pooling layers, 

and the third set of layers consists of a soft-max layer, a classification layer, and a fully linked layer. 

 

3.2.1. Convolutional layers 

Convolutional layers are the key building blocks of the proposed CNN architecture. The convolutional 

layers consist of several feature detectors, which are utilized to generate feature maps. These layers contain 

multiple filters like blur, sharpen, edge detect, edge enhancement, and emboss. The main objective of the 

proposed CNN-DFLC model is the extraction of unique fine-grained discriminative features. The size of 

convolutional filters is modified from a higher dimension convolutional filter to a smaller dimension 

convolutional filter and the number of filters is reduced to minimize computational complexity. The feature 

extraction from multiple convolutional filters is obtained using the (1): 

 

𝐿𝑗 =  Ψ(𝑅𝑗−1 ∗ 𝐾𝑗 + 𝑦𝑗) (1) 

 

where input image is given by 𝐾𝑗 and features weights are expressed by 𝑅𝑗. Here, the ReLU activation function 

is represented by Ψ and 𝑦𝑗 is the bias value. The output feature map is given by 𝐿𝑗. The convolutional operator 

is represented by an operator (∗). Each convolutional layer in the proposed CNN-DFLC model analyses 

different attributes or characteristics to gather discriminative fine-grained features from input images to 

differentiate between various classes of plant species. The training parameters are constantly updated in these 

layers and so the data distribution also updates regularly and feature weights vary for each image. Thus, this 
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parameter variation has a massive impact on the proposed CNN-DFLC model in terms of training speed. The 

reduction of filter size minimizes computational cost and generates quality weights. The overall loss in the 

feature extraction process is evaluated by (2):  

 

𝐾(𝑗, 𝑒, 𝑡, 𝑖) =  𝐷−1[𝐾𝑐𝑛𝑓𝑙(𝑗, 𝑒) + 𝑅𝑗𝐾𝑙𝑐𝑧(𝑗, 𝑡, 𝑖)] (2) 

 

where 𝐾𝑙𝑐𝑧 is represented as pixel localization loss in an input image, 𝐾𝑐𝑛𝑓𝑙  and 𝑅𝑗 are expressed as validation 

loss and feature weights, respectively. The number of training iterations is given by 𝐷. 

 

3.2.2. Batch normalization and ReLU activation functional layer 

As discussed before, layers are updated regularly so the input to the layers can be changed. Thus, the 

batch normalization layer is employed for deep training of neural networks and used for the normalization of 

layer contributions in each mini-batch. The proposed CNN-DFLC model minimizes the number of training 

epochs. This layer is utilized to parametrize the proposed neural network model. Moreover, this layer 

minimizes the number of iterations used in training significantly without compromising performance 

efficiency. The batch normalization layer is employed to normalize outputs of a given layer in terms of standard 

deviation normalization. 

 

𝑎 =  [(𝑐 − 𝑏)(𝜀2 + 𝜆)1/2]. 𝛽 +  𝜇 (3) 

 

Where mean and standard deviation is given by 𝑏 and 𝜀, respectively for the present epoch 𝑐. Trainable 

parameters 𝛽 and 𝜇 get updated regularly after each epoch. A small constant is added to the variance and 

represented by 𝜆 so that zero-division could be avoided. Moreover, the mean and standard deviation are 

evaluated only for the training dataset, not for the testing dataset to avoid problems. Finally, average mean and 

standard deviation statistics are used in the training dataset. After the batch normalization layer, a ReLU 

activation layer is employed to enhance the nonlinearity of the proposed CNN-DFLC model or to improve non-

linear decision boundaries so that over-fitting can be avoided. The ReLU activation layer is mostly utilized for 

object identification using deep learning and CNN models. Thus, training speed is enhanced to get better 

classification results. Then, the ReLU activation function is given by (4):  

 

𝑓( 𝐾𝑗) =  {
 𝐾𝑗 ,     𝑖𝑓 𝐾𝑗 > 0

0,    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  
 (4) 

 

in (5) can be rewritten as,  

 

𝑓( 𝐾𝑗) = 𝑚𝑎𝑥(0,  𝐾𝑗) (5) 

 

then, the final representation of the ReLU activation function is given by (6). 

 

𝑎𝑐𝑡( 𝐾𝑗) = max(0, [𝑅𝑗.  𝐾𝑗 + 𝑦𝑗]) (6) 

 

The main objective of the ReLU activation function is to retain all the positive pixel values of the 

input image  𝐾𝑗  and convert all the negative pixel values to zero. The input image is fed to the convolutional 

layers and the weights generated from the information related to the input image are utilized in terms of 

tensor values. The element-wise multiplication is performed between weighted kernels and input tensor 

values for each region of an image. Finally, all the output values are summed to obtain the final output 

tensor. 

 

3.2.3. Pooling layers and drop out layers 

Pooling layers are the most important part of the proposed CNN-DFLC model and these layers are 

mainly utilized to encode the dimensions and size of convoluted features. The height and width of feature maps 

are compressed while the number of channels remains constant. This layer is essential to minimize the required 

computational resources for an image processing approach. Pooling layers can be divided into two categories 

such as max pooling and average pooling. Max-pooling gives the maximum pixel values of an image whereas 

average pooling gives the average pixel values of an image. The pooling layer introduces translational 

invariance and reduces spatial resolution. This layer is employed for capturing different mean and max values 

within a particular image region from a convoluted image. Then, the output feature map is updated for the 𝑗𝑡ℎ 

pooling layer by (7). 
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𝐿𝑗𝑤𝑧 =  max
 𝑔,ℎ∈𝐾𝑗

(𝑁𝑗𝑔ℎ) (7) 

 

Where 𝑁𝑗𝑔ℎ represents elements of a particular region (𝑔, ℎ) of an image using the pooling layer and 𝐿𝑗𝑤𝑧  is 

the output pooled feature map. Drop-out layers are utilized to improve the training capabilities of the proposed 

CNN-DFLC model and avoid over-fitting by pixel regularization and are also utilized for scaling. The proposed 

CNN-DFLC model supports multinomial probability distribution. 

 

3.2.4. Flatten layers and fully linked layers 

The flattened layers are utilized to obtain feature vectors from the pooled feature maps and fed as 

input to the fully linked layers. This layer adds an extra layer to the dimensions. Here, all the input layers are 

linked to the previous output’s layers. Fully linked layers are employed to obtain classification features for the 

respective purpose. This layer maps obtained feature vectors to the predicted labels and a soft-max layer is also 

utilized as a classifier for multi-class classification and is used as the activation layer for the output. This layer 

predicts labels based on the obtained image attributes and features. The predicted labels 𝑞 can be compared 

with the ground truth labels 𝑝 to evaluate classification performance. So, the architecture of the proposed CNN-

DFLC model is summarized as follows. First of all, specific features are obtained from an image using a 

convolutional layer and can be down-sampled using pooling layers. Then, the flattened layer can be utilized to 

obtain feature vectors and fed to the fully linked layers to get the final output. In (8) provides a distribution 

probability and the summation of the probability should be 1 and the class with the highest probability is 

considered as a final class for the respective image. Non-linear mapping is performed for all the nodes of fully 

linked layers and the probability distribution is given by (8): 

 

𝑔(𝐿 = 𝑧|Φ(𝑗)) = exp Φ(𝑗) . (∑ exp Φ𝑤
(𝑗)𝑤

𝑧=0 )
−1

 (8) 

 

where 𝑔(𝐿 = 𝑧) is the probability of belonging to the 𝑧𝑡ℎ class among all the available 𝑤 classes. Moreover, 

total training loss is evaluated by (9): 

 

𝑀(𝑝, 𝑞) =  
1

𝑆
 ∑ (𝑝𝑜 − 𝑞𝑜)2𝑆

𝑜=1  (9) 

 

where 𝑀(𝑝, 𝑞) is the square difference between ground truth labels and predicted labels and is termed as the 

loss function. The total number of training images is given by 𝑆 and 𝑝𝑜 represents ground truth labels and 𝑞𝑜 

represents the predicted class labels. Furthermore, categorical cross-validation and hyper-parameter tuning 

approach is adopted to obtain the best possible parameters so that maximum classification accuracy can be 

achieved. Certain optimizers are utilized to evaluate errors for forwarding propagation and fine-tune features 

of the proposed CNN-DFLC model such as learning rate and feature weights. These optimizers are utilized to 

reduce computational training loss. The optimizers can be of different types such as 𝑅𝑀𝑆𝑃𝑟𝑜𝑝, Adam, and 

𝐴𝑀𝑆𝐺𝑟𝑎𝑑. Here, the 𝑅𝑀𝑆𝑃𝑟𝑜𝑝 optimizer is used for evaluating the dynamic learning rate whereas the Adam 

optimizer is employed which supports the properties of 𝑅𝑀𝑆𝑃𝑟𝑜𝑝 optimizer and regulates the dynamic 

components like mean or learning rate with respect to dynamic mean squared gradients. The Adam optimizer 

is evaluated by (10) and (11): 

 

𝐿𝑗𝑤𝑧(𝑢 + 1) =  𝐿𝑗𝑤𝑧(𝑢) − Ψ. 𝑣𝑢 (10) 

 

where,  

 

𝑣𝑢 =  Γ𝑣𝑢−1 + (1 − Γ) [
Δ(𝑀(𝑝,𝑞))

Δ(𝐿𝑗𝑤𝑧(𝑢))
] (11) 

 

where aggregation of gradients at time 𝑢 is given by 𝑣𝑢 and aggregation of gradients at time 𝑢 − 1 is given by 

𝑣𝑢−1, weights at time 𝑢 and 𝑢 + 1 are represented by 𝐿𝑗𝑤𝑧(𝑢) and 𝐿𝑗𝑤𝑧(𝑢 + 1), respectively. Here, Ψ represents 

the learning rate and Δ(𝑀(𝑝, 𝑞)) shows loss function derivative and derivative of weights at time 𝑢 are given 

by Δ (𝐿𝑗𝑤𝑧(𝑢)) and Γ is a moving average coefficient. Furthermore, 𝐴𝑀𝑆𝐺𝑟𝑎𝑑 optimizer is one of the variants 

of the Adam optimizer which is used to optimize the learning rate. In this way, a proposed CNN-DFLC model 

is designed to perform efficient classification and identify plant species accurately. Figure 2 demonstrates the 

design of the proposed CNN-DFLC model. 
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Figure 2. Design of proposed CNN-DFLC model 

 

 

4. RESULT AND DISCUSSION 

This section demonstrates the performance results obtained from the deep analysis performed on the 

proposed CNN-DFLC model and compared against varied plant classification methods in terms of 

classification accuracy. Data misclassification, untrainable hyper-parameters, and inadequate training models 

can provide different challenges in performing accurate classification of the plant species. Therefore, a CNN-

DFLC model is adopted in this research work to handle these mentioned problems and design an adequate and 

efficient training model to perform effective plant classification by analysing a large plant dataset. Although 

designing an efficient plant classification model is an extremely complicated task, especially for Vietnam plant 

dataset (VPN-200) [18] due to the presence of multiple leaves, flowers, stems together. Thus, the detection of 

the exact boundaries of leaves and distinguish between plant leaves and flowers is a complicated task. 

Therefore, an effective classification model based on CNN architecture is employed to perform adequate 

classification. The main base of the proposed classification process is an efficient architecture design that 

consists of multiple layers and blocks. Hence, CNN architecture can be segregated into two different blocks 

convolutional blocks and dense blocks. Inside these blocks, multiple players are present and each layer consists 

of different filters. These filters consist of multiple functions and packages and all these filters are assigned 

some specific tasks related to the plant classification. Those layers are the convolutional layer, pooling layer, 

ReLU activation functional layer, soft-max layer, and flatten layer and fully linked layers. From the generated 

feature maps in the training of the proposed CNN-DFLC model, the classification performance is observed by 

comparing predicted labels against ground truth labels. The testing results majorly depend upon the overall 

training performance to provide high classification accuracy and accurately predict which image belongs to 

which class among available numerous classes. However, multi-class classification is a complicated process 

and mainly depends upon predicted labels. Testing the given test dataset is an important step in a plant 

classification process. Testing is measured by different performance metrics and testing results are simulated 

using the trained model. Generate feature maps are a combination of feature weights obtained from each image. 

For every image, a ground truth label is assigned which is compared with their respective predicted label to get 

classification results. 

 

4.1.  Dataset details 

The training and testing performance of the proposed CNN-DFLC model is evaluated using VNP-200 

dataset and compared against varied plant classification models in terms of classification accuracy. The VNP-

200 dataset consists of a total number of 20,000 varied plant-related images. Moreover, the training, validation 

and testing ratio considered is 60:40 to measure classification performance i.e., total number of training images 

is 12,000 and testing images is nearly 8,000. The number of plant species present in this dataset is 200. These 

plant images are captured by an organization named as National Institute of Medicinal Materials and the plants 

are located in different nurseries in Vietnam City namely Ho Chi Minh City, Island Resort, Phu Tho City, and 

Ngoc Xanh. However, the conditions in which these plant images are captured can produce noise and 

illumination changes. As shown in Figure 3, some of the plant species are Agave Americana, Alocasia 

macrorrhizos, Ampelopsis cantoniensis, Blackberry Lily, Bengal Arum, Breynia vitis, Citrus aurantifolia, and 

Curculigo gracilis. All the images of 200 classes are selected for training and testing. The resolution of each 

image is 128×128 pixels. In each class, a different number of plant images are present. Fine-grained 
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discriminative features are obtained by analyzing plant images from these images to get classification 

performance. Due to the presence of different backgrounds, soil, tree bark, flowers, and several leaves together, 

noise can be present in the given images, which can be handled, in pre-processing stage using the proposed 

CNN-DFLC model. 
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Figure 3. An overview of the VPN-200 dataset 

 

 

4.2.  Comparative analysis 

A comparative analysis is performed in this section of multiple plant classification models against the 

proposed CNN-DFLC model in terms of classification accuracy. The proposed CNN-DFLC model is tested on 



                ISSN: 2089-4864 

Int J Reconfigurable & Embedded Syst, Vol. 13, No. 1, March 2024: 160-170 

168 

the VPN-200 dataset using different performance metrics like precision, recall, F1-score, and area under the 

curve (AUC). The proposed CNN-DFLC model focuses on achieving high classification accuracy with 

minimum computation cost and resources. Thus, fewer layers and blocks are used in the proposed CNN-DFLC 

model in comparison with the previous CNN classification models. Convolutional and pooling layers 

efficiently provide feature weights that can be utilized in the training of the model to generate feature maps 

and obtained feature maps are utilized for further testing of the model. The classification performance is 

evaluated by analysing confusion matrix results which are constructed using true positive, true negative, false 

positive, and false negative values. In other words, confusion matric is a combination of two kinds of elements, 

which first discusses ground truth labels, and other shows predicted labels. Furthermore, a system with the 

configuration of an i7 processor, 16 GB RAM, 2 TB SSD+HDD, and GeForce RTX NITRO5 GPU memory is 

considered to perform all the plant classification experiments and simulation results. The performance of the 

proposed CNN-DFLC model is compared against varied CNN classification models such as VGG16 [19], 

InceptionV3 [20], MobileNet V2 [21], ResNet 50 [22], DenseNet 121 [23], and Xception [24]. Here, VGG16 

is a deep neural network architecture that is designed using several convolutional and fully connected layers to 

analyze large datasets using small inception filters. Moreover, InceptionV3 is a combination of multiple local 

structures with varied sizes of convolutional operators. It is a multi-scale presentation and can be extended to 

generate pre-trained parameters. Here, MobileNet V2 artificial intelligence (AI) based is the built-in mobile 

device to compute high computation through mobile devices. Then, ResNet 50 is a mapping function used to 

optimize references to the multiple layers and restores the channel depth. Next, DenseNet 121 is a visual object 

detection model using dense block transition layers. Finally, Xception utilizes depth-wise separable 

convolutions to reduce inception module utilization. However, propose CNN-DFLC model is an efficient 

object classification model with minimum computational resource utilization. Table 1 represents simulation 

results for all 200 classes in terms of mean classification accuracy. The mean accuracy achieved using the 

proposed CNN-DFLC model is 96.42% considering all 200 classes. The highest previous accuracy achieved 

for the VPN-200 dataset considering all 200 classes is 88.26% and the model was Xception. So, the percentage 

increment of mean accuracy considering all 200 classes against VGG16 is 27%, InceptionV3 is 17%, 

MobileNet V2 is 10%, ResNet 50 is 10%, DenseNet 121 is 10%, and Xception is 9%. This shows the proposed 

CNN-DFLC model outperforms existing CNN plant classification modes and claims the highest performance 

than any other state-of-art classification model considering the VPN-200 dataset. The proposed CN [25], and 

F1-measure for all 200 classes. 

 

 

Table 1. Classification performance results 
Different CNN classification models Classification accuracy 

VGG16 [17] 76.00 

InceptionV3 [18] 82.50 

MobileNet V2 [19] 87.92 
ResNet 50 [20] 88.00 

DenseNet 121 [21] 88.00 

Xception [22] 88.26 
CNN-DFLC 96.42 

 

 

Here, Figure 4 shows a graphical representation of performance metrics like validation accuracy and 

testing accuracy considering validation and testing data, respectively for varied CNN classification models 

such as InceptionResnet-2, InceptionV3, MobileNet V2, ResNet 50, GoogleNet, and Xception against the 

proposed CNN-DFLC model. Testing accuracy is denoted by green lines whereas validation accuracy is 

denoted by blue lines. Here, the number of epochs is considered 100 and the number of steps is 250. This shows 

each image is transformed or flipped with multiple orientations or angles and processed in training which 

means each image is processed multiple times so most of the essential pixels are trained. These graphs show 

that the testing results are slightly better than the validation metrics results. The previous best CNN 

classification model was exception net with 91.8% testing accuracy whereas the second-best CNN method was 

Inception ResNetV2 with 91.2% testing accuracy. The proposed CNN-DFLC model outperforms traditional 

CNN classification models with a testing accuracy of 96.42%. Here, Figure 5 shows a graphical representation 

of improvement in classification accuracy using proposed CNN-DFLC model against varied ensemble models 

such as mean ensemble, voting ensemble, weighted mean ensemble, and stacking ensemble. The percentage 

improvement in classification accuracy for mean ensemble is 4.1%, voting ensemble is 3.67%, the weighted 

mean ensemble is 4.24%, the stacking ensemble is 2.14% and the proposed CNN-DFLC model is 5%. These 

improvements are observed while keeping the individual best ensemble model as a reference with 91.80% 

classification accuracy. These graphs show that the classification improvement is slightly better than the varied 
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ensemble results. The previous best classification improvement is observed in the weighted mean ensemble 

model. The proposed CNN-DFLC model outperforms varied ensemble models in terms of classification 

accuracy improvement as well. 

 

 

  
  

Figure 4. Classification accuracy for validation 

and test datasets for VP-200  

dataset 

Figure 5. Percentage of improvement in classification 

accuracy proposed CNN-DFLC model against 

individual best classification ensemble model 

 

 

5. CONCLUSION 

Plant classification is an interesting and challenging research area due to the presence of numerous 

plant species across the world, the same green color of the leaves in a maximum number of plants, the presence 

of flowers, and the presence of multiple leaves together. Thus, a CNN-DFLC model is proposed to analyze 

plant classification and detect plant species accurately by countering these challenges. The main objective of 

this work is the plant species identification of which plant image belongs to which class. The proposed CNN-

DFLC model is constructed using several layers and blocks like convolutional layer, pooling layer, ReLU 

activation functional layer, soft-max layer, flatten layer, and fully linked layers. The proposed CNN-DFLC 

model is performed in different stages such as the data selection stage, data pre-processing stage, feature 

generation stage, training stage, and testing stage. Moreover, a comprehensive analysis is performed to 

understand specific parameters to enhance training and testing efficiency and capture fine-grained feature 

weights. Then, those obtained feature weights are utilized in the proposed CNN-DFLC model to get the 

maximum yield. A deep mathematical analysis of CNN architecture is also presented. The performance of the 

proposed CNN-DFLC model is tested on the Vietnam plant (VPN-200) dataset, which contains 200 plant 

species images. Performance is measured using the proposed CNN-DFLC model in terms of classification 

accuracy, precision, recall, and F1 score. The proposed CNN-DFLC model is compared against varied 

traditional CNN plant classification models in terms of classification accuracy. Mean classification accuracy 

is 96.42%, mean precision is 95.56%, mean sensitivity is 93.58%, mean specificity is 99.98%, and mean F1 

measure is 94.23%. The model accurately detects which particular image belongs to which species. Thus, the 

proposed CNN-DFLC model shows decent performance against different traditional classification models. 
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