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 Breast cancer is the most common type of cancer in women and the leading 

cause of death from a malignant growth in the world. Machine learning 

methods have been created to help with cancer detection accuracy. There are 

several methods for detecting cancer. Histopathological images are more 

accurate. In this study, we employed the Gabor filter to extract statistical 

features from invasive ductal carcinoma histopathology images. From the 

histopathological images, we chose 100, 200, 400, 1000, and 2000 at 

random. These statistical features were used to train several models to 

classify these images as malignant or benign, including the decision tree, 

quadratic discriminant analysis, extra randomized trees, gradient boosting, 

Gaussian process, Naive Bayes, nearest centroid, multilayer perceptron, and 

support vector machine. The models' accuracy, sensitivity, specificity, 

precision, and F1_score were examined. The models produced the highest 

results when there were 100 images and a wavenumber of 0.2. While as the 

number of images increased, the models' effectiveness reduced. The most 

obvious finding to emerge from this study is that we suggest using deep 

learning instead of machine learning models for large datasets. 
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1. INTRODUCTION  

Cancer is the main cause of death in humans worldwide. Only in 2018, 18.1 million patients were 

classified as having cancer; breast cancer is the most common type [1]. Breast cancer is a potentially deadly 

malignant tumor that affects women worldwide and passed lung and bronchus cancer as the second largest 

cause of death in women [2]. Each year, over 1.5 million women are diagnosed with breast cancer, 

accounting for about 15% of all female deaths, and the percentage is increasing [3]. This number is expected 

to reach 19.3 million by 2025, according to the world health organization [4]. Invasive ductal carcinoma 

(IDC), also known as infiltrating ductal carcinoma, is the most common subtype of breast cancer, affecting 

roughly 80% of patients [5]. IDC originates in a milk duct and then spreads to the breast's fibrous or fatty 

tissue. It may spread to lymph nodes and other body locations [6]. Primary detection and accurate diagnosis 

can minimize breast cancer mortality rates. To differentiate benign from malignant tumors, frequent testing 

and medical imaging, such as magnetic resonance imaging (MRI) [7], mammography [8]-[10], and 

ultrasound, are important.  

However, pathological diagnosis using histological imaging is recommended since it provides more 

direct evidence for classification, evaluation, and experimental treatment, although it is a time-consuming 

and tiring process. Pathologists who are professionals can also make diagnostic errors [11]. Pathologists must 

https://creativecommons.org/licenses/by-sa/4.0/
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visually examine histology samples under a microscope to identify IDC, which is a complex and time-

consuming process because of their diverse appearance, texture, and structure. Pathologists would profit from 

automating the detection of this type of cancer since it would accelerate the diagnosis and reduce the number 

of errors. Therefore, computer-aided diagnosis systems are the most effective method for identifying 

histopathological images as malignant or noncancerous. 

This study aims to recognize the effect of the Gabor filter's wavenumber on the models' 

performance. And know the impact of the number of images on classification results and assess the 

efficiency of machine learning (ML) models for classifying IDC histopathology images of breast cancer. In 

addition, evaluation of the Gabor filter orientation values' effectiveness on models' behavior.  

The rest of this paper is categorized as follows: section 2 shows related work, and in section 3, a 

method is presented. The proposed methodology is described in section 4, while the different results obtained 

are discussed in section 5. Finally, in section 6, we state the conclusions and future work. 

 

 

2. RELATED WORK  

Researchers have proposed various methods for detecting breast cancer using histopathology images 

in recent years. Models based on machine learning are being touted as revolutionary. Many studies have 

focused on detecting statistical and textural features and feature extraction utilizing the Gabor filter.  

Kumar and Batra [12], developed a hybrid technique for extracting the orientation field from 

mammograms utilizing a Gabor filter and a Gradient-based algorithm. The image database contains 60 

images collected from two different datasets mammogram image analysis society (MIAS). The orientation 

field of a mammogram is evaluated for subjective interpretation, exhibiting both normal and problematic 

areas. Entropy features are extracted from the normal and abnormal mammograms for objective analysis. The 

objective analysis yields a 100% accuracy rate with the combined dataset, while subjective analysis yields a 

93.33% accuracy rate. The proposed technique was found to be successful in detecting architectural 

distortion.  

Bolhasani et al. [13], provided 922 image data of histopathology microscope images from 124 

patients with IDC. When compared to previous datasets, this one distinguishes since it includes the same 

sample from each of the three IDC classes, resulting in around 50 samples in each class. Each specimen has 

four magnification settings (4x, 10x, 20x, and 40x). All of the collected images were labeled with their 

diagnostic class, and machine learning models can be trained to recognize IDC classes.  

Kumar et al. [14], implemented a successful stacked generalized ensemble strategy for classifying 

H&E histopathology breast cancer images into malignant and benign. For experimental evaluation, six 

models were used: VGG16, CNN, VGG19, Xception (Elu), Xception (ReLu), and DA. The results of the 

experiments show that the Stacked Generalized Ensemble method did a lot better than other methods at 

classifying histopathological breast cancer images. It was able to get a 97.53% accuracy rate compared to 

existing deep learning models, and the least accurate model, CNN, achieved 43.53%.  

Hameed et al. [15], used pre-trained VGG19 and VGG16 architectures, and researchers trained four 

distinct models. Initially, all the individual models performed fivefold cross-validation, including fully-

trained VGG16, fine-tuned VGG16, fully-trained VGG19, and fine-tuned VGG19. Then, using an ensemble 

technique, the ensemble of fine-tuned VGG16 and fine-tuned VGG19 performed competitively in the cancer 

class. Carcinoma classification sensitivity was 97%, and overall accuracy was 95% for the VGG19 and 

VGG16 models combined. In addition, the F1_ score was 95.29%. The results demonstrated the deep 

learning approach presented is effective for classifying complex-natured histopathology images of breast 

cancer.  

Kumar et al. [16], introduced the stacked generalized ensemble (SGE) classification scheme for 

breast cancer into IDC exists or not. SGE method is compared against several machine learning models, 

including linear discriminant analysis, logistic regression, K-nearest neighbour (KNN), Naive Bayes (NB), 

classification and regression trees (CART), and support vector machine (SVM), and an ensemble of SVM, 

CART, and Naive Bayes. Additionally, they compared the proposed SGE's performance against an ensemble 

of three machine learning methods CART, Naive Bayes, and SVM. Machine learning techniques achieved an 

accuracy of 81%, while SGE reached a maximum of 87.80%. The studies and findings demonstrate that the 

proposed methodology outperformed previous methods. 

 

 

3. METHOD 

3.1.  Dataset description 

A histopathological image with IDC was used for classification. It is the most prevalent subtype of 

all breast cancer specimens [17]. It includes 162 full-mount side images of breast cancer caused by IDC. 
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There are 277,524, 50x50 image patches, 198,738 of which are IDC(-) and 78,786 of which are IDC(+) [18]. 

Sample of images from the current dataset is illustrated in Figure 1. Figure 1(a) and (b) presents samples of 

histopathology images taken from the existing dataset for both classes. The dataset is freely available through 

the Kaggle website. 

 

 

  
  

  
  

  
(a) (b) 

 

Figure 1. A sample of images from the current dataset (a) IDC (+) and (b) IDC (-) 

 

 

3.2.  Gabor filter 

The Gabor Filters garnered serious interest because of their ability to approximate particular cells' 

features in certain species' optical brains. Additionally, it was demonstrated that these filters exhibit good 

localization characteristics in both the spatial and frequency domains, making them ideally suited for pattern 

segmentation challenges [19]. A Gabor filter is a sinusoidal plane with a specific frequency and direction. 

Gabor filters are orientation-sensitive filters that are used to analyze texture. If a Gabor filter configured in a 

specific direction creates a robust response, its direction matches one of the gratings in a given image. The 

Gabor filter is employed in two-dimensional image processing applications [20]. The Gabor filter records the 

local structure of the image in terms of image space, scale, and orientation [21].  

Texture analysis is required for automated distribution analysis. Tumors exhibit a variety of micro-

patterns at varying frequencies and orientations. These patterns are critical for a CAD system to identify 

damaging regions. Gabor filters are an effective method for identifying these patterns Gabor filters are linear 

filters utilized in a wide range of computer vision applications, including texture classification, face 

recognition, and cancer detection. Gabor filters excel in coupled localization in frequency and spatial 
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domains [22]. The optimal value of the Gabor filter parameters is then determined, and the output is the 

normalized image. The following complex mathematics is used to define these filters [12]: 

 

𝑔 = exp [−
(𝑥𝑐𝑜𝑠Ɵ+𝑦𝑠𝑖𝑛Ɵ)2+ɤ2(𝑦𝑐𝑜𝑠Ɵ−𝑥𝑠𝑖𝑛Ɵ)2

2𝜎2 ] . exp[𝑖[ 2𝜋(𝑥𝑐𝑜𝑠Ɵ + 𝑦𝑠𝑖𝑛Ɵ)𝜔 + Ф]] (1) 

 

where Ɵ is the filter orientation, ѡ is the sinusoidal wavenumber, ɤ is the spatial aspect ratio, σ is the 

Gaussian function's standard deviation, and Ф is the phase offset. 

 

3.3.  Models 

A decision tree (DT) is an approximation of a piecewise constant. A decision is a recursive split of 

the instance space used to classify. DT is easy to understand and interpret. The cost of utilizing the tree is 

proportional to the number of data points required to train it. DT can deal with both numerical and 

categorical data. DT is capable of dealing with problems with many possible outcomes [23].  

Quadratic discriminant analysis (QDA) is an individual covariance matrix estimated for each class 

of observations. A problem with QDA is that it can't be used to make things smaller in size. QDA is more 

flexible than linear discriminant analysis (LDA) because it does not require equal variance and covariance. 

To put it another way, the covariance matrix for each class in QDA might be different. When you have a 

short training set, LDA is preferable to QDA. On the other hand, QDA has suggested if the training set is 

massive and the classifier's variance isn't a key concern [24].  

The extra randomized trees (ERT) algorithm is one bagging method type. The basic point of the 

average method is to build a massive number of estimators exclusively and then average their results. The 

combined estimator is typically superior to any single-base estimator since its variance is reduced [25].  

Gradient boosting (GB) is one of the methods of boosting. GB refers to an extension of boosting to 

arbitrary differentiable loss functions. GB is a ML approach to improving a model's predictive value by 

continuously improving [26]. The gradient is the gradual change that occurs during the procedure. Boosting 

is a means of speeding up the increase in prediction accuracy to a very high level. Both binary and multi-

class classification is supported by GB [27].  

The Gaussian process classifier (GPC) takes a probabilistic and practical approach to learning in 

kernel machines, giving it a competitive advantage in model architecture interpretation, integrated learning, 

and model selection treatment [28]. In comparison to other popular classifiers, GPC offers three significant 

advantages. First, GPC can deal with high-dimensional and non-linear difficulties during travel mode 

detection. Second, GPC generates probabilistic outputs rather than deterministic classification findings, 

accounting for the inherent model uncertainty in travel mode identification. Third, GPC is a non-

parameterized model, which means that it may tune hyperparameters directly using training data [29].  

Logistic regression (LR) is a method for predicting a classified independent variable from a set of 

dependent variables. LR is a technique for forecasting the outcome of a categorical dependent variable. As a 

result, the output must be discrete or categorical [30]. LR can quickly discover the most efficient 

categorization factors and categorize observations based on various data sources [31].  

Naive Bayes (NB) is a Bayes' theory-based classification approach and the condition of predictor 

independence, where a feature's presence in a class is unrelated to the incidence of any other characteristic 

[32]. The NB classifier is simple to build and highly successful when dealing large amounts of data. This 

method is commonly used for text categorization and difficulties involving several classes [33]. The nearest 

centroid classifier (NC) is a classifier that identifies a group of training samples according to their centroid 

(mean) distance from the observed item or data. The empirical data and multiple class centroids' distances are 

ranked, and the closest distance is chosen [34].  

A multilayer perceptron (MLP) has a hidden layer or layers (except for one input and one layer of 

output). In comparison to a single layer perceptron, MLPs can learn non-linear functions [35]. Weights are 

linked to all connections. However, only three weights are used (w0, w1, and w2). Three nodes comprise the 

input layer. The bias node is set to 1. The other two nodes use both X1 and X2 as external inputs (quantities 

depending upon the given data) [36].  

Support vector machine (SVM) is the most important task to find a hyperplane that can distinguish 

between similar and different data classes. The algorithm is still effective even when the numeral of 

dimensions exceeds the numeral of samples because it only uses a small portion of the decision function's 

training points (known as support vectors), it consumes less memory, and has a high degree of stability 

because of the reliance on support vectors rather than data points. SVM can handle the numerical prediction 

problem [37]. 
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4. PROPOSED METHOD  

Gabor filters are used to construct ten models for the dataset classification. Three wavenumber 

values of the Gabor filter (0.2, 0.05, and 0.025) and three orientation values of the Gabor filter (0⁰, 45⁰, and 

90⁰) were applied to the randomly selected images and assessed for their effect on the classifiers' behavior. 

The histopathological images are picked at random from the IDC database: 100 images including 50 normal, 

50 abnormal, 200 images including 100 normal, 100 abnormal, 400 images including 200 normal, 200 

abnormal, 1,000 images including 500 normal, 500 abnormal, and 2,000 images including 1,000 normal, 

1,000 abnormal.  

Extracted features are inputs to the classifying models; the features are given to DT, QDA, ERT, 

GB, GPC, LR, NB, NC, MLP, and SVM individually. The Python programming language environment and 

the Anaconda distribution's supporting libraries are utilized for the experiments. Scikit-Image library is 

employed for Gabor filter feature extraction and DT, QDA, ERT, GB, GPC, LR, NB, NC, MLP, and SVM 

classification models. 

 

 

5. RESULTS AND DISCUSSION 

In this study, ten machine learning models were used to classify the data of histopathology images 

of breast cancer into benign or malignant tumor types. In the beginning, we used the Gabor filter to extract 

features from the images and use these features as inputs to the models, and then evaluated the performance 

of these models by evaluating five criteria (accuracy, sensitivity, specificity, precision, and F1_score).  

Part 1: we applied values of the Gabor filter's wavenumber 0.2, 0.05, and 0.025 to 100 randomly 

chosen images at three orientations of the Gabor filter 0⁰, 45⁰, and 90⁰, as shown in Figure 2. We investigated 

the impact of the wavenumber on the accuracy, sensitivity, specificity, precision, and F1_score. In most 

cases, the accuracy is highest at the wavenumber 0.2, when the orientation values are 0⁰, 45 ⁰, and 90⁰, and 

the accuracy drops as the wavenumber decreases. From Figure 2(a), (b), and (c), the ERT model accuracy 

was higher at wavenumber 0.05 and with the orientation values 0⁰ and 45⁰. In most instances, the highest 

sensitivity was reached with a wavenumber of 0.2. At the same time, decreasing the wavenumber decreased 

the performance of the models. From Figure 2(d), (e), and (f), the ERT model sensitivity increased by 

decreasing the wavenumber when orientations 0⁰ and 90⁰. We found the specificity values were greater at 

wavenumber 0.2 when the orientation was 0⁰, except for the NC algorithm, which broke this result and 

attained a high value at wavenumber 0.025 and the ERT algorithm at wavenumber 0.05, as shown in Figure 

2(g). Figure 2(h) illustrates that when the orientation is 45⁰, the specificity remains constant with an increase 

or decrease rate of 10. In contrast, when the orientation is 90⁰, the majority of the highest values of specificity 

occurred when the wavenumber was 0.2. Figure 2(i) shows that the SVC, LR, and GPC models achieved the 

highest specificity value at wavenumber 0.05. Also, the NB model achieved the highest value at wavenumber 

0.025. The effect of wavenumber on value precision was studied. In the majority of instances, the 

performance of the models improves as the wavenumber at orientations 0⁰, 45⁰, and 90⁰. As demonstrated in 

Figure 2 (j), (k), and (l), the highest precision value at wavenumber 0.05 and orientation 0⁰ for the ERT 

model. Also, the highest value at wavenumber 0.05 and orientation 90⁰ for GPC model.  

The influence of the wavenumber on the F1_score criteria was analyzed. F1_score measures the 

harmonic mean of sensitivity and precision. The classifiers' behavior was nearly stable at the orientations 0⁰, 

45⁰, and 90⁰. Although there are a few exceptions, such as the value of the F1_score decreases in the NB 

algorithm when the orientation is 90⁰, and the wavenumber is 0.025, as seen in Figure 2 (m), (n), and (o). 

Part 2: using five criteria, the impact of the number of images in the data on the machine learning 

algorithm's performance was investigated. We randomly selected 100, 200, 400, 1000, and 2000 images from 

the data at wavenumber 0.2 and orientation values 0⁰, 45⁰, 90⁰. The models' effectiveness decreased as the 

number of images increased, ranked highest with 100 images as shown in Figure 3. As displayed in Figure 

3(a), (b), (c), (d), (e), (f), (g), (h), (i), (j), (k), (l), (m), (n) and (o), this is most likely due to the inefficiency of 

machine learning models with large amounts of data. Therefore, we recommend employing deep learning 

models with a high number of images. 

Part 3: in this section, 100 images were used with a Gabor filter wavenumber of 0.2, and the effect 

of changing the Gabor filter orientation (0⁰, 45⁰, and 90⁰) on models' performance was analyzed as shown in 

Figure 4. The majority of the highest accuracy results were obtained at orientation 90⁰, as seen in Figure 4(a). 

The sensitivity yielded the highest results at 45⁰, as shown in Figure 4(b), while the maximum results for 

specificity and precision were obtained at angle 0⁰, as shown in Figure 4(c) and (d). According to Figure 4(e), 

most F1_ scores were higher at 45⁰.  
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(a) (b) (c) 

   

   
(d) (e) (f) 

   

   
(g) (h) (i) 

   

   
(j) (k) (l) 

   

   
(m) (n) (o) 

 

Figure 2. The performance of algorithms using 100 images of different Gabor wave numbers at (a), (d), (g), 

(j), (m) 0⁰ orientation, (b), (e), (h), (k), (n) 45⁰ orientation, and (c), (f), (I), (l), (o) orientation 90⁰ 
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(a) (b) (c) 

   

   
(d) (e) (f) 

   

   
(g) (h) (i) 

   

   
(j) (k) (l) 

   

   
(m) (n) (o) 

 

Figure 3. The performance of the algorithms with an increasing number of images at a Gabor wave number 

of 0.2 at (a), (d), (g), (j), (m) 0⁰ orientation, (b), (e), (h), (k),(n) 45⁰ orientation, and (c), (f), (i), (l), (o) 90⁰ 

orientation  
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(a) (b) (c) 

   

  
(d) (e) 

 

Figure 4. Algorithms performance utilizing 100 images at 0.2 wavenumber with various Gabor orientations 

(a) accuracy, (b) sensitivity, (c) specificity, (d) precision, and (e) F1_score 

 

 

6. CONCLUSIONS 

Detection of breast cancer is critical to improving survival rates; CAD can increase prediction 

accuracy. Because of this, researchers developed methods to help doctors make accurate diagnoses and 

reduce human errors. This study evaluates ML systems for classifying IDC Breast Cancer Histopathology 

Images using five criteria; the models employ the Gabor filter to extract features. This study aims to examine 

the Gabor filter wavenumbers' effect on ML models' behavior. In most situations, the highest results were 

obtained with a wavenumber of 0.2. The second objective is to examine the effect of the number of images 

on the effectiveness of the models. As the number of images increased, their effectiveness decreased, leading 

to inefficiency. We suggest using deep learning instead of machine learning models for large datasets. The 

third objective was to evaluate the effects of different Gabor filter angle values on the behavior of the 

models, and by measuring the F1_score, which indicates the harmonic rate of sensitivity and precision, we 

observed that the majority of the highest results occur at an angle of 45⁰. 
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