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 Breast cancer is the leading cause of death for women worldwide. Cancer 

can be discovered early, lowering the rate of death. Machine learning 

techniques are a hot field of research, and they have been shown to be 

helpful in cancer prediction and early detection. The primary purpose of this 

research is to identify which machine learning algorithms are the most 

successful in predicting and diagnosing breast cancer, according to five 

criteria: specificity, sensitivity, precision, accuracy, and F1 score. The 

project is finished in the Anaconda environment, which uses Python's 

NumPy and SciPy numerical and scientific libraries as well as matplotlib 

and Pandas. In this study, the Wisconsin diagnostic breast cancer dataset was 

used to evaluate eleven machine learning classifiers: decision tree, quadratic 

discriminant analysis, AdaBoost, Bagging meta estimator, Extra randomized 

trees, Gaussian process classifier, Ridge, Gaussian nave Bayes, k-Nearest 

neighbors, multilayer perceptron, and support vector classifier. During 

performance analysis, extremely randomized trees outperformed all other 

classifiers with an F1-score of 96.77% after data collection and data 

analysis. 
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1. INTRODUCTION 

Breast cancer is the second major cause of death in women, coming in second only to lung  cancer 

[1]. Cancerous breast cells multiply unrestrained, which is one of the most telling signs that something is 

wrong with your breasts. Until today, it has been impossible to stop the growth of breast cancer. Breast tissue 

tumors should be found as early as possible to maximize the chances of survival, as this disease accounts for 

roughly 15% of all cancer-related fatalities [2]. Tissue biopsies can be used to detect cancer in its earliest 

stages, increasing the possibility of a positive result. It is possible to identify this disease using various 

methods, including a biopsy, ultrasound, thermography, and fine-needle aspiration biopsies [3]. While 

mammography has been the primary mode of early detection, it is not always enough for doctors to conclude 

whether or not the patient has breast cancer [4], [5]. As a result, the detection rate is just (60-70)% accurate 

[6]. The patient will need to take additional testing, which is expensive and time-consuming [7]. 

A biopsy is the only effective method of determining if a woman has breast cancer [8]. A biopsy 

sample is obtained using specialized needle equipment using an imaging test such as X-rays or other imaging 

methods. A small metal marker may be inserted into the breast to facilitate future imaging examinations. 

Scientists examine the cells in a lab to determine if they are malignant. It is also critical to know what type of 

cells are involved in breast cancer, how aggressive it is (grade), and if the cells have hormones or other 
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receptors that could modify your therapy options [9]. Breast biopsy results can take a few days to process. 

Physicians are experts in the study of blood and bodily tissues and perform their work in a specialized 

laboratory after the biopsy is completed [10]. The pathologist's report details the size and consistency of the 

tissue samples and their location, whether they are malignant or not. As a result of their differing opinions, 

these experts may need more surgery to collect additional tissue for location study [11]. Conventional 

diagnostic procedures have limitations researchers have applied machine learning (ML) methodologies to 

provide a second opinion to clinicians and reduce the risk of human error, resulting in patient death [12]-[15]. 

ML approaches help automate the decision-making process and help increase a decision support 

system [16]. An increase in the amount of work that doctors must accomplish is made possible by better 

precision and speed of response, especially in times of medical staff shortage. Preventive care and individual 

mental health therapies can benefit from decision-support and health-monitoring systems that apply ML 

techniques to learning [17]. Using ML classifiers and the Wisconsin diagnostic breast cancer (WDBC) 

dataset, this research evaluated approaches for detecting breast cancer.  

Salama et al. [18] presented a comparison of the decision tree (J48), multi-layer perception (MLP), 

sequential minimal optimization (SMO), naive Bayes (NB), and instance-based for K-nearest neighbor 

(IBK). The results indicate that classification using SMO alone or in combination with MLP or IBK is 

superior to other classifiers. SMO outperforms other classifiers in terms of accuracy 97.7%. Azar et al. [19] 

implemented an ANN algorithm that included multilayer perceptron (MLP), probabilistic neural networks 

(PNN), and radial basis function (RBF). The testing and training phases determined that PNN was the high 

accurate classifier, with accuracy, sensitivity, specificity, precision, and area under the curve (AUC) of 

98.66%, 95.65%, 95.82%, 97.77%, 0.99, respectively. Senapati et al. [20] proposed the local linear wavelet 

neural networks. The network was trained to detect breast cancer in the recursive least squares (RLS) 

technique to parameters. Discrepancies in the local linearity network of wavelet neurons with a traditional 

wavelet neural architecture (WNN) refer to the weighted average of the connections between the two 

conventional WNN's input, and output layers are replaced using a linear regression model. The high accuracy 

value obtained was 97.2%. Dora et al. [21] proposed a unique Gauss-Newton representation-based algorithm 

(GNRBA) for classification. It uses sparse representation in conjunction with training sample selection. 

Compared to the traditional l1-norm approach, this method evaluates sparsity more computationally 

efficiently. The suggested method achieved the greatest classification accuracy of 98.25%, according to the 

results. For 50–50 partitions, 60–40 partitions, 70–30 partitions, and 10 – fold cross-validation, the results 

were 98.86%, 98.46%, and 98.46%, respectively. Wang et al. [22] used two common classifiers: SVM and 

KNN. The suggested feature relevance measurement outperforms previous methods in experiments. It also 

exceeds many conventional classification execution speed and accuracy methods, demonstrating its 

usefulness in obtaining the best features. The KNN model had a high accuracy of 95.8%. Oyelade et al. [23] 

used ML methodology to deal with the select and test limitation of one such reasoning algorithm (ST). An 

efficient input method is an initial step in technique, which allows the system to read, filter, and clean 

datasets. Knowledge representation frameworks were also built using semantic web languages (ontologies 

and rule languages) to help the reasoning algorithm. As a result, the ST reasoning structures were modified to 

support this improvement. The ST-ONCODIAG technique had 81.0% sensitivity and 89.0% specificity.  

This project aims to construct ML models and apply them to breast cancer diagnosis. By comparing 

the results of the eleven classification algorithms and choosing the classification algorithm that achieved the 

highest results for this dataset, The remainder of this work is divided into the following sections: Section 2 

explains the technique, and Section 3 explains the experimental environment. Section 4 explains the results, 

conclusions, and future work, and Section 5 talks about the significance of the results, conclusions, and future 

work. 

 

 

2. RESEARCH METHOD 

The major goal of this study is to identify the most accurate and predictive breast cancer detection 

algorithm. we used different ML classifiers: decision tree, quadratic discriminant analysis, AdaBoost, 

Bagging meta estimator, extra randomized trees, Gaussian process classifier, Ridge, Gaussian nave Bayes, k-

nearest neighbors, multilayer perceptron, and support vector classifier. The first step in our methodology pre-

processing includes attribute selection. ML systems that can detect breast cancer using new measures can be 

improved using pre-processed data. To evaluate the algorithms' performance, we use new data that has been 

labeled. Our labeled data is often divided into two parts to accomplish this. Splitting the method test train ML 

models are trained using 80% of the data, known as the training set. We used about 20% of the data, known 

as the testing data or testing set. When the models have been evaluated, compared the results to see which 

algorithm is the most accurate and the most probable to diagnose breast cancer.  

These algorithms are used for making predictive analysis on ML techniques: A decision tree (DT) is 

a non-parametric supervised learning approach to classification. The DT is made up of several nodes that 
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together form a rooted tree, which is a tree with no incoming edges and a "root" node. Each of the other 

nodes is connected by a single incoming edge. An internal or test node has outer edges; all other nodes are 

leaves (also known as the decision or terminal nodes. DT is simple to understand and apply. It is possible to 

imagine trees in your mind. It can work with both categorical and numerical data [24].  

Quadratic discriminant analysis (QDA) is an individual covariance matrix is estimated for each class 

of observations. If you know that each class has a different set of covariances, QDA can be very useful. A 

problem with QDA is that it can't make things smaller in size. QDA is more flexible than LDA in that it does 

not require equal variance and covariance. To put it another way, the covariance matrix for each class in 

QDA might be different. When you have a short training set, LDA is preferable to QDA. QDA has suggested 

that if the training set is massive and the classifier's variance isn't a key concern, the assumption of a shared 

covariance matrix for the K classes is unsustainable [25]. AdaBoost (AB) the basic idea behind AB is to fit 

several weak learners (i.e., models that are just slightly better than random guessings, such as tiny DT) to 

multiple copies of the data. The final prediction is calculated by averaging the predictions using a weighted 

majority vote (or mean). AB is a simple program it continually corrects the faults of a poor classifier 

and enhances accuracy by merging poor learners. You may use AB with several base classifiers. AB 

does not suffer from overfitting [26].  

Bagging Meta-Estimator (BME) is a type of ensemble algorithm that creates many random subsets 

of the original training data used to test a black-box estimator and combines their different predictions to 

create the last prediction. These techniques are employed to minimize variation. By adding randomness into 

the building method of a base estimator (e.g., DT) and then building an ensemble from it. In many situations, 

bagging approaches provide a straightforward way to enhance one model without changing the algorithm 

used as a basis. Bagging approaches, in contrast to boosting methods, which are the most effective with weak 

models, perform best with powerful and complicated models (e.g., fully formed DT) because they give a 

mechanism to reduce overfitting (e.g., shallow DT) [27]. Extremely randomized trees (ERT) are extremely 

similar to Random Forests but have two main differences: ERT does not resample data when building a tree, 

ERT does not use the “best split”. It is usually provided for a small reduction in the model at the cost of a 

small bias increase [28].  

Gaussian process classifier (GPC) more especially for probabilistic classification. The probabilistic 

classification expresses the test predictions as class probabilities. These binary predictor predictions are 

combined to provide a multi-class prediction. Gaussian processes have a clear advantage: prediction is 

probabilistic (Gaussian), allowing actual probability ranges to be GPC offers three major benefits over other 

widely used classifiers. GPC is capable of dealing with high-dimensional and nonlinear problems that arise in 

travel mode detection. Instead of determinant classification findings, GPC provides probabilistic outputs, 

which account for the model uncertainty inherent in trip mode identification. Because GPC is a non-

parameterized model, it may tune hyperparameters directly from training data. GPC may also utilize evidence 

to build a completely automated model selection procedure [29].  

Ridge classifier the goal values are transformed to -1, 1 using this classifier. Before treating the 

problem as a regression problem (multi-output regression in the multiclass case), after which the problem is 

treated as a regression task, with the same goal. The projected class is determined by the regressor's 

prediction sign. The problem is addressed as multi-output regression for multiclass classification, and the 

output with the highest value matches the expected class. Using a (penalized) Least Squares rather than the 

more common logistic or hinge losses to fit a classification model may appear weird, however, any of those 

models can provide similar cross-validation scores in terms of or precision/recall accuracy, but the Ridge 

Classifier's penalized least squares loss allows for a far wider range of numerical solvers with various 

computational performance profiles [30].  

Naïve Bayes (NB) classification algorithms rely on strong assumptions about the independence of 

variables. NB classifier uses a Gaussian distribution of numeric predictors with mean and standard deviation 

calculated from the training dataset and assumes independence between predictor variables depending on 

response. NB models are often employed as a substitute for decision trees to solve classification difficulties. 

To develop an NB classifier, all rows in the training dataset that include at least one NA will be ignored. 

Missing values in the test dataset are removed from the probability calculation for making predictions. It 

performs effectively with categorical input variables compared to numeric input parameters (s). A typical 

distribution is taken into account (bell curve, which is a powerful inference) [31].  

K-nearest neighbors (KNN) in the field of ML and data mining (DM), the KNN classifier is a 

commonly used and well-known non-parametric classifier that is used to solve a variety of issues. KNN is a 

simple way to build, but as the dataset grows, the efficiency and speed of the process decrease significantly. 

KNN performs well with a limited number of input variables, but as the number of input variables increases, 

it fails to predict the output of more data points. KNN requires rather homogeneous features: If you want to 

design KNN using a popular length, such as Euclidean or Manhattan distances, absolute differences in 
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attributes must be weighed the same, i.e., a given distance in feature 1 must signify the same as a given 

distance in feature 2. Unbalanced data causes complications, and KNN has difficulty dealing with it. KNN is 

Sensitive to outliers Because it chooses neighbors only based on distance. KNN is fundamentally incapable 

of dealing with problems requiring partial data. The algorithm is easy to understand and apply. In this case, 

developing a model, fine-tuning various parameters, or producing more projections are not required [32].  

Multi-layer perceptron (MLP) has a hidden layer or layers (except for one input and one output 

layer). In contrast to a single layer perceptron, MLP is capable of learning functions that are not linear. There 

are weights connected with all connections, however only three weights (w0, w1, and w2). The input layer is 

composed of three nodes. The Bias node has a value of 1. Both X1 and X2 are used as external inputs by the 

other two nodes (quantities depending upon the given data). To recap, the input layer does not perform any 

computation, therefore nodes in the input layer produce anything other than 1, X1, and the outputs of the 

hidden layer. The bias node on the hidden layer has an output of 1, making it part of it. The hidden layer's 

other two nodes' outputs are dependent on the input layer's (1, X1, X2) outputs and the connections' weights 

(edges) [33].  

Support vector machine (SVM) is an ML classifier that can generalize across two different classes if 

it is given a training sample of labeled data. The most important task for the SVM is to find a hyperplane that 

can distinguish between similar and dissimilar classes of data. Because it works effectively in complex three-

dimensional situations, this model is effective. Even when the number of dimensions exceeds the number of 

samples, the approach remains effective [34]. 

 

 

3. EXPERIMENT ENVIRONMENT 

Oyelade et al. [23] gathered the WDBC dataset from Madison's University of Wisconsin Hospitals. 

WDBC is available in the UCI ML repository. To compute features, data from a fine needle aspirate (FNA) 

of a breast lump is employed; cell nuclei are defined using the image's features. The WDBC dataset 

contained 569 patients (62.74 % benign, 37.26 % malignant) with WDBC as the patient ID, 30 tumor 

features, and one class indicator [35]. In total, 30 parameters were considered: area, texture, radius, 

perimeter, compactness, smoothness, concavity, concave points, and symmetry. The ID number was removed 

because it has no bearing on the classification process. For all of the experiments on the ML algorithms (DT, 

QDA, AB, BME, ERT, GPC, Ridge, NB, KNN, MLP, and SVC) presented in this paper, the Scikit-Learn 

library and the Python language were utilized. It was implemented with Python's SciPy, pandas, and 

matplotlib libraries. 

 

 

4. RESULTS AND DISCUSSION 

Eleven classification methods were used to divide WDBC into benign and malignant tumors: DT, 

QDA, AB, BME, ERT, GPC, Ridge, NB, KNN, MLP, and SVC, to assess each model, we used the set of 

criteria: specificity sensitivity precision accuracy, F1-Score. Interestingly, it can note these algorithms, GPC, 

Ridge, KNN, and SVC have a maximum specificity of 100%, DT has the lowest specificity with a value of 

89.55%. The results of specificity are presented in Figure 1.  

 

 

 
 

Figure 1. The specificity of classification models 
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Figure 2 illustrated that QDA, AB, BME, ERT, and MLP had the maximum sensitivity of 95.74%, 

but GPC, Ridge, Gaussian NB, and KNN had the lowest sensitivity 89.36%. The results indicate the highest 

accuracy was 97.36% in ERT, but, 91.22% in DT and Gaussian NB, as shown in Figure 3.  

 

 

 
 

Figure 2. The sensitivity of classification models 

 

 

 
 

Figure 3. The accuracy of classification models 

 

 

It is apparent that the GPC, Ridge, KNN, and SVC all had a precision of 100%, while DT had a 

precision of 86.27% as shown in Figure 4. The ERT classifier scored the highest F1-Score of 96.77%, while 

the Gaussian Naive Bayes classifier had the lowest F1-Score of 89.36%, as illustrated in Figure 5. 
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Figure 4. The precision of classification models 

 

 

 
 

Figure 5. F1_score for classification models 

 

 

The most remarkable result from this study is the performance of ML in the prediction and detection 

of breast cancer. The mean accuracy of all applied models was 95.05%. We observed that the ERT model 

made the highest results with this data, was stable, and produced superior results (F1- score in especially). 

Additionally, clinicians are interested in the results of the sensitivity-specificity trade-off. Therefore, 

sensitivity is a term that relates to a diagnostic test's capacity to diagnose cancer patients as abnormal. 

In comparison, specificity refers to a diagnostic's ability to designate non-cancerous patients as 

normal. For ML programmers, the receiver operating characteristic (ROC) curve results are of primary 

importance. The receiver operating characteristic ROC curve is constructed by computing and plotting the 

true positive rate vs. the false positive rate. Because it demonstrates the model's stability and reliability, it 

attained a maximum of 1.00 in ERT, as shown in Figure 6. 
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Figure 6. ROC curve for ERT 

 

 

This outcome can be explained because ERT is an ensemble method that learns from previous 

predictor mistakes to improve future predictions. The strategy combines the weaker classification model with 

a powerful learner, increasing the model's predictability. By sequentially arranging weak learners, weak 

learners can learn from previous ones, strengthening prediction models. Ensemble approaches are well suited 

for reducing model variability and increasing prediction accuracy. When multiple models are combined into 

a single prediction, the variance is reduced. To correct for previous prediction errors, new predictors are fit. 

By adding predictors consecutively to the ensemble, ERT improves the model's accuracy. It makes use of the 

gradient to identify and rectify mistakes in the predictions made by learners. Table 1 compares the most 

significant findings obtained in this study to other outcomes presented in the literature. These results are 

consistent with those of previous studies that show ML can accurately predict the presence of breast cancer. 

To summarize, the ML models achieved a greater classification accuracy rate, reduced false positives, and 

improved performance. As a result of this research, it has been demonstrated that the ML can help a 

radiologist make an accurate breast cancer diagnosis and that it can demonstrate significant capability in the 

domain of medical decision-making. 

 

 

Table1. Comparison of performance to previous studies results 
AUC Precision Specificity Sensitivity Accuracy ML technique Year Reference 

- - - - 97.71% MLP 2012 Salama et al. [18] 

0.993 97.77% 95.82% 98.65% 97.66% ANN 2013 Azar and El-Said  [19 ]  

- - - - 97.20% Local linear wavelet neural networks 2013 Senapati et al. [20 ]  
- - - - 98.25% GNRBA 2017 Dora et al. [21] 

- - - - 95.80% KNN 2018 Wang and Feng [22] 

- - 89.00% - 0.81% ST-ONCODIAG 2018 Oyelade et al. [23] 
1.00 97.82% 98.50% 95.74% 97.36% ERT  Our work 

 

 

5. CONCLUSION 

One of the most critical scientific subjects being pursued is the early detection of breast cancer. It is 

a terrible disease that affects women all over the world. In women, it is one of the most frequent cancer types. 

One in every eight women in the world is at risk of being diagnosed at a certain point in their lives. Accurate 

classification of breast cancer tumors has become a complex problem in the medical world. The study aims to 

compare the performance of different classification methods. The performance of ML in breast cancer 

prediction and diagnosis has been described as the most surprising result of these results. As evidenced by 

this study, the ERT classifier surpasses the WDBC in terms of specificity and precision. We estimate that the 

high results will be attributed to the fact that using ensembles rather than a single predictive model improves 

predictive modeling performance in this scenario, as this model belongs to the ensemble methods group. 

These limitations will require additional research in the future. As a result, future work should evaluate 

machine learning models for new medical diagnostic challenges and optimize their performance using high-

performance computing methods. 
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