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 Early diagnosis and treatment of Alzheimer's disease (AD) is necessary for 

the patient safety. Computer-aided diagnosis (CAD) is a useful tool for early 

diagnosis of Alzheimer's disease (AD). We make two contributions to the 

solution of this problem in this study. To begin with, we are the first to 

propose an Alzheimer's disease diagnosis solution based on the MATLAB 

that does not require any magnetic resonance imaging (MRI) pre-processing. 

Second, we apply recent deep learning object detection architectures like 

YOLOv2 to the diagnosis of Alzheimer's disease. A new reference data set 

containing 300 raw data points for Alzheimer's disease detection/normal 

control and severe stage (MCI/AD/NC) deep learning is presented. Primary 

screening cases for each category from the Alzheimer's disease 

neuroimaging initiative (ADNI) dataset. The T1-weighted digital imaging 

and communications in medicine (DICOM) MRI slice in the MP-Rage 

series in 32-bit DICOM image format and 32-bit PNG are included in this 

dataset. By using MATLAB’s image label tool, the test data were marked 

with their appropriate class label and bounding box. It was possible to 

achieve a detection accuracy of 0.98 for YOLOv2 in this trial without the 

usage of any MRI preprocessing technology. 
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1. INTRODUCTION 

The most common type of dementia is Alzheimer's disease (AD). In developed countries 

Alzheimer's disease is estimated to affect almost 5% of those over the age of 65 years and a shocking 30% 

after the age of 85 years. It is expected that Alzheimer's disease will affect 0.64 billion individuals by 2050 

[1]. The syndrome begins with a slight loss of memory and progresses over time. Magnetic resonance 

imaging (MRI) is a non-radioactive imaging technique that can be used to detect the disease. An MRI can be 

utilized to determine the disease's form, size, and location. A full medical evaluation is required for 

psychologists to detect Alzheimer's disease. As well as additional physical and neurological examinations. 

Manually categorizing and analyzing these images is a challenging task for technicians. As a result, the use 

of automatic detection systems has become increasingly popular. Using different methods of the neural 

network, the distortions can be easily detected.  

There are seven stages of Alzheimer's disease development: stage 1: no harm-there are no 

difficulties with remembering or other signs of dementia at this stage, so Alzheimer's disease cannot be 

detected; stage 2: slight deterioration-adults 65 and older may experience mild memory issues, but not to the 
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point where dementia is distinguishable from regular Alzheimer’s disease; stage 3: moderate deterioration-

difficulties with memory and knowledge appear at this stage, and clinicians can detect reduced cognitive 

ability; stage 4: milder regression-individuals with stage four will experience short-term memory loss as well 

as difficulties with basic arithmetic; stage 5: Alzheimer's patients with stage five require assistance with daily 

tasks due to moderately severe impairment; stage 6: severe regression-Alzheimer's patients in stage 6 require 

close supervision as their ability to carry out basic daily activities deteriorates; and stage 7: severe 

deterioration-individuals lose their ability to react to their living environment and interact at this stage of the 

disease [2]. To survive, patients at this stage require around-the-clock care. 

The hippocampus is the part of the brain where episodic and spatial memory are stored. It also 

serves as a connection between our bodies and minds. When the hippocampus shrinks, it loses cells and 

damages synapses and nerve endings. As a result, connections between neurons no longer work. As a result, 

areas of the involved in recalling (short-term memory), learning, decision making, and judging are impaired 

[3]. A general diagnosis of dementia requires a detailed examination that includes medical history taking, 

analysis of cognitive function and mental status, neurophysiological testing, assessment of activities of daily 

living, clinical laboratory testing, and brain imaging tests [4], [5].  

Early diagnosis of Alzheimer's disease is critical for disease management and preventing loss of 

abilities to accomplish even basic tasks. Machine learning algorithms use a variety of algorithms to extract, 

analyze and learn the necessary data from MRI scans and create a prediction based on the input data [6]. As a 

result, the system is "trained" applying algorithms in order to fulfill the task, enabling it to understand and 

carry out the diagnosis task. Cascades of different processing units are used to extract and transform 

information. Each successive layer takes its input from the output of the previous layer. The methods 

employed in pattern analysis applications may be supervised, whereas classification applications may be 

unsupervised. 

The Alzheimer's disease neuroimaging initiative (ADNI) database was created to assist clinicians 

and researchers by creating an MRI database based on clinical dementia rating (CDR). ADNI was founded as 

public-private collaboration in 2003 [7]. Principal investigator Michael W. Weiner, MD, is in charge of the 

cooperation. The major purpose of the ADNI study was to see if serial MRI, PET, other biological markers, 

and clinical and neuropsychological assessments could be used to track the evolution of mild cognitive 

impairment (MCI) and early Alzheimer's disease (AD). 

To assess the progression of MCI and the early stages of Alzheimer's disease (AD), a range of 

neuropsychological tests can be performed. A huge amount of MRI and PET scan data is stored in the ADNI 

database. Blood and cerebrospinal fluid biomarkers, as well as photos Analyzes of three different types of 

persons: healthy people controls (NC), Alzheimer's sufferers, and patients with MCI symptoms. 

A modern deep learning object recognition components, such as YOLOv2* was used to diagnose 

Alzheimer's disease. In this study an Alzheimer's disease diagnosis approach that does not require any form 

of MRI preprocessing, is suggested. It was possible to present a new deep learning AD/NC object detection 

sample dataset derived out from ADNI database, which includes 200 raw, unprocessed scan states for each 

category for future item identification study [8]. 

 

 

2. OBJECT DETECTION USING DEEP LEARNING 

Object detection in general should be fast, precise, and capable of identifying a wide range of 

objects. Since the introduction of neural networks, detection frameworks have become more quick and 

precise. Most detection methods, on the other hand, are still confined to a small number of things. This work 

proposes a new way to use the large amount of classification data already available and use it to extend the 

range of existing detection systems, it was also suggested a common object detector train technique based on 

detection and classification data. This approach uses labeled detection photos to learn reliably locate things, 

as well as classification images to expand its capacity. 

The YOLO end-to-end object recognition algorithm [9] was proposed by Redmond et al. In the year 

2016, YOLO divides the input image into S×S grids and predicts the probability of bounding box B and class 

C for each grid cell. As seen in Figure 1, each cell has a grid. Each bounding box has five predictions: w, h, 

x, y, and a confidence object. The values w and h represent the box's width and height in relation to the total 

image. The (x, y) values indicate the coordinates of the square's center in relation to the grid cell's bounds. 

The term "object confidence" relates to the item's ability to be trusted. which is defined as (1). 

 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = Pr(𝑜𝑏𝑗𝑒𝑐𝑡) × 𝐼𝑂𝑈𝑝𝑟𝑒𝑑
𝑡𝑟𝑢𝑡ℎ

  (1) 

 

In (1) PR (object) denotes the probability that the object will fit into the current grid cell. The 

predicted bounding square and the real square intersect on union (IOU), which is represented as a fact in 
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front of the IOU. The majority of bounding boxes with low confidence in the item are then discarded under 

the set limit. Finally, using non-maximum suppression (NMS) [9], unwanted bounding boxes are deleted. 

The procedure is used to get rid of any bounding boxes that aren't needed. 

 

 

 
 

Figure 1. Predicting objects in the image 

 

 

Methods for generating probable bounding boxes in a picture and then using a classifier to classify 

them to refine bounding boxes, remove duplicate detections, and reclassify boxes depending on other items 

in the scene, post-sort processing is used [10]. Since each component must be taught separately, these 

complex pipelines are slow and difficult to improve. Object recognition is framed as a single regression 

problem that proceeds directly from image pixels to bounding box coordinates and class probabilities. It is 

easy to figure out what is present and where it is in the image using this strategy, where you only look once 

(YOLO). Figure 1 shows how simple YOLO is.  

A single convolutional neural network predicts multiple bounding boxes and class probabilities for 

these boxes at the same time. By training on complete images, YOLO increases detection performance. 

Compared to traditional object detection approaches, this network has significant advantages. 

To begin with, YOLO is really quick. So, it is not required to use a complex pipeline because the 

detection framework as a regression problem is already defined. When testing, simply run the neural network 

on a fresh image. It’s time to make predictions about what will be discovered. On Titan X, the core network 

runs at 45 frames per second without batch processing. 

The GPU-accelerated version has a frame rate of more than 150 frames per second. This is 

incredible. It means that the video stream in real time can be processed with a reaction time of less than 25 

milliseconds. Furthermore, in real time, YOLO achieves more than twice the average accuracy of competing 

systems. Using YOLO for image processing is basic and uncomplicated, because the system rearranges the 

input picture to be (448×448 pixels), then apply a single convolutional network function. Finally generates 

the thresholds detection based on the model's confidence, as shown in Figure 2. 

 

 

 
 

Figure 2. Detection strategy of YOLO 
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2.1.  Network design 

The PASCAL VOC detection dataset [11] was used to test this design, which was constructed as a 

convolutional neural network. The visual features are extracted by the network's early convolutional layers, 

while the fully connected layers predict the output probabilities and coordinates. The network architecture is 

based on the Google Net image classification model [12]. It contains 24 convolutional layers, followed by 

two fully connected layers. Instead of Google Net initiation modules, 1×1 downsampling layers followed by 

3×3 convolutional layers were used, as done by Lin et al. [13]. Figure 3 depicts the entire network. 

A fast version of YOLO trained and developed to push the boundaries of fast object detection fast 

YOLO uses a neural network with fewer (9 vs 24) convolutional layers and filters in those layers. All training 

and testing settings are the same between YOLO and fast YOLO, except for the network size. The network's 

overall output is the 7×7×30 tensor of predictions. 

 

 

 
 

Figure 3. YOLOv2 architecture 

 

 

3. RESEARCH METHOD 

The proposed technique uses a deep learning discovery network instead of MRI preprocessing 

techniques. Since the diagnosis of Alzheimer's disease is based on the study of hippocampal atrophy, this 

method for detection and classification of the hippocampus, as well as the diagnostic strategy. The 

Alzheimer's disease neuroimaging initiative (ADNI) database was utilized to compile the data for this study. 

The ADNI easy search tool is used to search and download data from 1000 raw, unprocessed participants 

(300 each for AD, MCI and NC). The T1-weighted, magnetization prepared rapid gradient-echo (MPRAGE) 

series was used to create all of the pictures. Only the data from the sagittal projection is chosen for the best 

display of hippocampus thickness. The MRI data of each of the 1000 individuals contains 166-180 digital 

imaging and communications in medicine (DICOM) slices per screen session multiple data preparation 

stages are performed manually in order to obtain the slices that best represent the hippocampal region of their 

respective categories [14], [15]. 

Because the diagnosis of Alzheimer's disease is based on the study of hippocampal atrophy, which 

accounts for may be less than 5% of the overall MRI image. It's obvious that with no these pre-processing 

techniques to highlight the presence of the hippocampus, the MRI classification would be inaccurate. 

Hippocampal detection, which locates and classifies the hippocampal region as AD or NC, should be a better 

technique than classifying the complete MRI image with (95%) percent redundant background information. 

Furthermore, it was possible to avoid the MRI pre-processing stage, which would have included many 

standard pre-processing approaches and thus increased the diagnostic complexity. Each MRI image contains 

166-180 DICOM slices from patient as an MRI data. Multiple data preparation stages are carried out 

manually in order to obtain the slices that best represent the hippocampus area of their respective classes. As 

a result, during first stage the slice (104) of the MRI data is selected as the best representation of 

hippocampal atrophy [8], for each patient, which shows the thickness of the hippocampus better. In the 

second stage the hippocampus area of the selected images is labeled using MATLAB’S image labeler 

manually as shown in Figure 4. It was suitable to select 300 subjects to be converted from medical DICOM 

images format to PNG -32-bit lossless format. The data set includes 100 labeled middle hippocampal slices 

for AD and 100 labeled middle hippocampal slices for NC and 100 labeled middle hippocampal slices for 

MCI. 
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Figure 4. Process of labeling hippocampus 

 

 

The dataset is saved as gtruth files (a ground-truth dataset is an ordinary dataset with annotations 

added to It.) in the workspace. Annotations can be drawn boxes over photos, written language identifying 

samples, a new spreadsheet column, or anything else the machine learning program should learn to output). 

Then in stage three separate the data set into two parts: a training set for the detector and a test set for 

evaluating the detector. 70% of the data is used for training, while the rest is used to evaluate. The Image 

Datastoreobject is used to manage the size of all images, which is 2048×2048×3. If one image file for each 

image in the set can be placed in a separate memory, but not necessarily the entire collection, the 

ImageDatastoreobject is used. and can create ImageDatastore an object, specify its properties, and then use 

the object function to import and process data using the imageDatastore function. Also, the 

boxLabelDatastore is used to create a data store for the bounding box label data, and then use the read 

function to read the bounding box label data from the boxLabelDatastore object, this object function returns a 

cell array with two or three columns. The combine object function was used to create the final step before 

training a datastore that combines the boxLabelDatastore object with an ImageDatastore object. The 

combined datastore was then used to train object detectors using training functions such as 

trainYOLOv2ObjectDetector. Set the feature extraction network and feature layer network. Transfer learning 

can be used in this case if the data samples are not large, especially if there is no model available in this 

specific domain. It uses previously trained models' knowledge to train newer models, as well as speeding up 

the training process and improving overall performance. That is why a pre-trained model is used, by 

replacing the original classifier with a new classifier that best suits the work needs. Figure 5 depicts the 

concept of transfer learning. 

 

 

 
 

Figure 5. Transfer learning concept 
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ResNet50 is a pre-trained model that has been trained on more than 1 million images and can 

categorize them into 1000 different categories, it starts with loading the pre-trained model, which extracts 

features through convolutional layers (prev. layers). The input image is then classified using the final fully 

connected layer and the final classification layer. The number of classes in the fully connected layer is 

replaced by a new one with the same number of outputs as the number of classes in the new data set. The 

classes of network outputs are defined by the classification layer, which is replaced by a new classification 

layer without class labels. The output classes of the classification layer will be assigned automatically when 

the new date set is trained. The YOLOv2 object detection network consists of two sub-networks. A feature 

extraction network followed by a detection network. The feature extraction network, in this work is a 

ResNet-50. It has 50 residual layers and an "identity shortcut connection" that skips block of convolutional 

layers in order to create residual blocks. These remaining blocks address the problem of training accuracy 

degradation in deep networks, compared to the feature extraction network, the detection sub-network is a 

small CNN, which consists of several convolutional layers and YOLOv2-specific layers, the convolution 

layer's main goal is to predict object class probabilities, as well as x and y location offsets, width, and height 

offsets for each anchor box. The transformation layer extracts the last activations of the convolutional layer 

and transforms the bounding box predictions to within the bounds of the ground truth. It improves network 

stability by restricting location predictions. On the other hand, the output layer provides the returned 

bounding box locations for the target objects [15]. 

The feature extraction layer, which represents the YOLOv2 network's input, was chosen to be 

"activation 40 relu," which represents the ReLU layer beyond the 13th building block. The YOLOv2 network 

was made up of two convolution, batch normalization, and rectified linear unit (ReLU) layers that were 

repeated. establish yolo, the image size, number of classes, anchor box size, base network name, and feature 

layer were all passed into the YOLOv2 layer function, which was used to create the network, start training 

the trainYOLOv2ObjectDetector function was used to train the detector. As a solver, the "sgdm" optimizer 

was used, with an initial learning rate of 1e4 and a training period of 350 epochs. On a single central 

processing unit, the total training time for 300 images was 2 hours. The detector was saved to the workspace 

at the end of the training [16]. This could then be saved as a detector and applied to the test image datasets 

for validation and testing. Set the maximum number of epochs for training to 20, and use a mini-batch with 

16 observations at each iteration [17], [18]. 

 

 

4. RESULTS AND DISCUSSION 

YOLOv2 deep learning object detector is used in this study. The dataset is in PNG-32-bit format, 

with an input dimension of 224×224×3, and is split into a 7:1 ratio between training and test datasets. In 

order to speed the training process. 

A total of 300 images were used, 100 of which were demented and 100 of which were not and 100 

in the last stage of Alzheimer’s disease. It was decided to choose the training data set to be 75% of the 

available number of MRI data, and the testing data set to be 25% to evaluate the performance of the 

algorithm. The accuracy obtained by this procedure was 98 percent. Figures 6, 7, and 8 show the results in 

graph form. 

There are various criteria for evaluating the performance, including recall, precision, and accuracy. 

Precision is important because it indicates how many of the expected positive values are in fact positive, 

which is useful if it is wanted to be confident in our forecast as (2) [19]. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
  (2) 

 

Recall (sensitivity) is another extremely useful parameter that may be used to determine, for example, the 

proportion of successfully labeled positive values in the overall positive values, as (3) [20]. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
  (3) 

 

Accuracy is defined as the percentage of correct predictions (both true negative and true positive) out of the 

total number of cases studied as (4) [15], [21]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
  (4) 

 

The value 0.72629 is shown in Figure 9 is a result of finding one case of Alzheimer's disease. The 

model produces incredibly amazing predicted results, as seen in Figure 10. The model predicts an item based 
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on its probability [22], [23]; if the probability is less than a specific threshold (here, 0.3), the model predicts 

that the object does not have Alzheimer's disease [24], [25]. An object's score is a calculation that determines 

whether or not an object will appear in the expected box. The model's confidence score indicates how certain 

it is that the box contains an object, as well as how accurate the predictions are in predicting the box. This 

research achieved a testing accuracy of 0.998 for YOLOv2 without using any MRI pre-processing techniques 

on the dataset [26], and the proposed method using detection on raw MRI scan is far simpler and clearer 

while maintaining excellent implication performance. 

 

 

  
 

Figure 6. Recall and precision graph 

 

Figure 7. Training loss versus iterations 

 

 

 

 

 

Figure 8. Final accuracy of the method used 

 

Figure 9. Detection result 

 

 

   
 

Figure 10. Classification results for the three classes early (AD), mild (MCI), and normal (CN) 
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5. CONCLUSION  

In this study, YOLOv2 deep learning object detection architectures were applied to diagnose 

Alzheimer's disease, and were able to avoid the MRI pre-processing phase, which would have changed the 

contents of the MRI slides and made the diagnosis more difficult. Also, a new AD/NC object definition 

standard dataset from deep learning was presented, it includes 200 raw, unprocessed check states for each 

category, as well as annotated box data, for further object detection study. The YOLOv2 deep network 

architecture was tested for its ability to detect Alzheimer's disease in a variety of patients. The YOLOv2 

method outperforms current strategies in terms of accuracy and real-time performance, especially in 

complicated settings, according to experimental results on the basic MRI image dataset. YOLOv2 is an 

excellent choice for Alzheimer's disease MRI detection. Mild cognitive impairment (MCI), the intermediate 

category between AD and NC, has two stages early and late may be submitted to the data set in the future for 

classification. It would also be possible to predict Alzheimer's disease by segmenting the hippocampus 

without using pre-processing of the MRI images. 
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