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This paper presents the details of hardware impi¢atien of linear phase FIR
filter using merged MAC architecture. Speed of cdation operation of FIR

filter is improved using merged MAC architecture. Byploiting the reduced

complexity made possible by the use of sparse poweitwo partial products

terns coefficients, an FIR filter tap can be implementéth 2B full adders, and

2B latches, where B is intermediate wordlegnth. Wamd bit level parallelism

allows high sampling rates, limited only by thel fatider delay. The proposed
architecture is based on binary tree constructedgumodified 4:2 and 5:2

compressor circuits. Increasing the speed of ojperé achieved by using higher
modified compressors in critical path. Our objeetnf work is, to increase the
speed of multiplication and accumulation operatigrminimizing the number of

combinational gates using higher n: 2 compresseiéch is required more for
Array multiplier at the time of implementation ofray architecture. This novel
architecture allows the implementation of high shingprate filters of significant

length on FPGA Spartan-3 device (XC3S400 PQ-208¢ Simulation result

shows convolution output of digital FIR filter whigh done using Questa Sim
6.4c Mentor Graphics tool. The experimental teshefproposed digital FIR filter
is done using Spartan-3 device (XC3S400 PQ-208).
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1. INTRODUCTION

FPGAs are widely used for variety of computatiopatitensive applications, mainly in Digital
Signal Processing (DSP) and communication. Theiptickition and addition performed through multiply
and accumulate unit (MAC) which is the main comgatel kernel in Digital Signal Processing (DSP)
architectures. A variety of approaches to high dpeglementation of FIR filters have been pursubd?] 3,
6]. In order to attain high performance, parallebrovement strategies such as, binary tree methads
been applied. Such a bit parallel processing teglas has gives improvements in implementation
technology and increase demands for high performanc

This paper presents a new Parallel FIR filter deciire suited for increasing the speed
multiplication and addition operation using 4:2 @@ higher compressors. This novel technique é&lue
implement FIR convolution operation, where genetatesult is a sum of several powers of two partial
products terms. This architecture allows high spefellR convolution operation of substantial lengphbe
implemented on the new generation of FPGA. The lsgbéed of FIR convolution operation is obtained
through this architecture is due to use of highér compressors at the stage of coefficient midtgion and
addition operation which is a main computationaémpion. The implementation efficiency is a resfit
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improving overall propagation delay in the addeagst operation which mainly cause for speed up the
operation as compare to array multiplier architectu

In binary arithmetic, multiplication by power- dfvo is simply a shift operation. Implementation of
systems with multiplications may be simplified bsing only limited number of power- of- two terms, that
only a small number of shift and add operationsracgired. The improvements in speed and saving ext
adder area are, however achieved at stage of suomtede (multiplication and addition operation)the
merged MAC architecture shown in figure 1. Wherdtiplication and accumulation take place in the sam
space. The extent of response of filter is depeodsthe number of power of-two terms used in
approximating each partial product coefficient eglthe architecture of the filter, and optimizatimindelay
technique used to derive the discrete space casffivalues.

The FIR filter architecture which is used for reation of convolution operation using two power-
of- two terms for each coefficient value, giventttie filter is in cascade form coefficient vales derived
using unsigned integer linear programming.

Input data sequence impulse sample
=[K] hin-k]

AND Array Multiplier

N

x[k1=h[n-k]
artial Product Addition
MAC
N —— Multiplication and Addition
) -
Final Adder Full Adders
Sum of X[kI=h[n-k]
ZMN+1 bit

Figure 1. Merged MAC Architecture.

These 3 basic functional blocks are implementeddiyg;

1. PPG- Consist multiple AND gates.

2. Summation N/W- Consist partial product reductionMNin to two operands representing SUM and
CARRY. This is implemented by using 4-2 counter/po@ssor for improving the speed of the partial
product addition.

3. Final adder- used to generate the multiplicatiGulteout of these 2 operand; we use CSA; for impgv
speed. Here Accumulator is used to perform douldeigion addition operation between multiplication
result & the accumulated operand which is merged summation network.

Mathematically the MAC is represented by the miittagion of two matrices, a matrix or scalar
which implies each element of the vector is mukiglby scalar. Two matrices A and B can be mubplif
the number of columnA equals to the number of rows Bh Then the product of two matrices P=AB, is
matrix of order (mxn) with elements.

Product P = AeB,

Where the multiplier,Bi is an unsigned integer number in binary numbesit wide and the
multiplicand,A is anm-bit wide, and represent the bit placement.

=

B=Y A+B 2 @)
i=0
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K-1
P=A*B =) A*B+2 @)
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P=B,e As2°+B s Ae 2'+B,» As 2° +B,¢ Ae 2°

The above expressions operation istilided in the logic given below,

A Multiplicand A3 A2 Al AO
B Multiplier x B3 B2 Bl BO
A3BB2BO A1BO AOBO B,* As2°
+ A3B1A2B1 ALB A0 B1 B e A 2"
A3B2 A2B2 Al1B2 A0B2 B, Ae 2°
A3B3 A2B3 A1B3 A0B3 B,s Ae 2
P6 P P4 P3 P2 P1 PO P Product

It can be seen that Equation 1.2 is nothing momn th series of binary AND operations
(multiplication) to determine add or no add deaisiollowed by a shift and ADD function (accumulatjo
Equation Il is a representation of fundamental MAecking the bits of the multiplier one at a tiemed
summing partial products is a sequential operatiahrequire add and shift sub-operations.

The basic structure of an FIR filter is illustrated Figure 2.For FIR convolution operation the
coefficient values are in the sum of two powers —bfo, the multipliers can be replaced by bit deria
shifters, as depicted in Figure .Since the coeffitivalues will be fixed for this type of filtercnitecture, the
coefficient values can be realized by approximatingting the inputs to the full adder and 4:2, 5:2
compressors [4] in the filter structure. That isving the adder inputisplaces to the left achieves same effect
as would a coefficient value of. 2

-1 -1 -1 -1

o) z z z =t 7

h(0) \D O h(z) h(d) hin-1) _

D——D——D- D v

Figure 2. Basic Structure of FIR filter.

2. IMPLEMENTATION OF MERGED MAC ARCHITECTURE
The tree basic functional blocks of architecture Rartial product Generator, Summation network
and Final adder. The implementation details of danbtional block are as follows.

2.1 Partial product Generator

It consist multiple AND gates, for generation ofrid products. Array multipliers are probably
most common. The multiplication of two binary numican be done with one sub operation by means of a
combinational circuit that forms the product bilissés a once . This a faster way of multiplying twombers
since all it takes is time for the signal to progegthrough the gates that construct the multipticaarray.
However the array multiplier requires a large numtifegates for this reason it is not economical NokC
intensive applications. Figure 3, shows Generatigpartial product using array of AND gates.

For our proposed MAC architecture we have consii®feltiplicand and Multiplier bits are 8-bit
each. The first partial product is formed by muitipg BO by A7, A6, A5, A4, A3,A2,A1,A0; similarlyast
partial product is formed by multiplying B7 by A&, A5, A4, A3,A2,A1,A0 respectively. For this exala
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first partial product is formed by means of eigN[a gates. Second partial product is formed by mlylitng
Bl A7, A6, A5, A4, A3, A2, Al, and A0 and is binashifted one bit to the left. Similarly remainingah bit
of multiplier will be multiplied with each bit of multiplicand arfdrms partial products. For-bit MAC 64
partial products were created, these partial prsdaiee added with Half adder, Full Adder, 4:2 Coesgors
5:2 compressors.

Multiplicand
A

| | | | | | | | | | I | | | Multiplier
‘ bit

I
NN N J o J NN NN J NN AN SN N N

| A A A A A A A (e A A A |
® © © ¢ ¢ o o o o o © o o o o

i
Partial Product

t
=A

Figure 3. Generation of partiproduct using array of AND gat:

2.2 Summation network

Summation network ansistof partial product reduction netwoikto two operands representi
SUM and CARRY. This is implementeby using 42 counter/compressor for improving the speed of
partial product additionFigure 4, Shows 8 x 8 partial product Array reduts using 4:2 and 5
compressors where multiplicand multiplier a-bits wide.

A Multiplicand A7 A6 A5 A4 AR2 Al A0
B Multiplier B7 B6 B5 B4 B3 BBl BO

Figure 4. 8 x 8 partial product Arraeductions.
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Figure 5. Data bit distribution in the proposMerged MAC unit

Figure 5, shows logic used for data bit distribatio the proposed MAC unit [2]. Figure 6, sha
that while implementation of partial products adudit how the data bit distribution in proposed M.
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architecture takes place; the partial product #@mldits done in to two different stages. The firsige is
addition of partial products using half adder, fadider and 4; 2 compressors, similarly at the sbstage of
partial product addition 4; 2 compressor and 512messors are used.
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Figure 6. Data bit distribution in the implementddrged MAC unit

Figure 6, shows the data bit distribution of impéred merged MAC architecture and types of
circuitries required at each bit weight positiorfspartial products. Arrowhead shows carry propagati
through summation circuit (4:2 compressors). Tweetypf carry propagation is takes place: 1] Horiabnt
carries propagationi-L column) to (i+1). 2] Vertical carries used for addition whenevatadbits is exceed
than 4.In this Cin is independent ofCout). Notations: HA- Half Adder, FA-Full Adder, C- 4:2
Compressors andC - Modified 4:2 Compressors

2.3 Final adder

Final adder required large size because oftiadddf 2n+1 bit, which is main critical path ineth
depicted MAC architecture. This is a bottlenecknplementing the adder, since it requires largeetialay
for propagation carry from one stage to anotheucgdn of this delay is measure task of impleméoiat
Many researchers has implemented several techniquesduction of propagation delay using CPA carry
propagation, CSA carry save adder tree which isngasome advantages and disadvantages over eamh oth
[1,3].

T

ST

T

Figure 7. a) RTL schematic of Partial product addiusing 4:2 and 5:2 compressors. b) RTL
schematic of addition of SUM and Carry using fultlars.
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The objective of our work is, by using higher coegsor minimize the propagation delay of the
gates which is also called ripple carry propagatibithe gates at the summation stage. Using corspres
circuits as the basic cell to construct the additiee for partial products reduction in parallelltipliers has
a great advantage since they introduce parallglisadding the available operands instead of hatiegn
added sequentially which gives them a speed adyantigure 7 (a) shows, RTL schematic of additibn o
partial products using higher compressor callegaasal product reduction tree.

The result of it is, in the form of SUM and Carryieh accumulated in to the free lines of 4:2 and
5:2 compressor causes high speed addition operagi@ompared to the CSA carry save adder treecassh
in Figure 7(b), RTL schematic of CSA.

3. FPGA IMPLEMENTATION
In order to attain high speed using conventiondbAPbit level parallelism is exploited. The overall

filter architecture is shown in figure 8 where ageds are stored in appropriate synchronous redisteks.
The implementation of the programmable multiplefkdr is based on data flow architecture usingyae
multiplier and adder (MAC) unit for arithmetic op¢ions. The adder is required to resolve the cathat
are generated and propagated through the pipéligare 10, shows RTL schematic of, input data secee
X [K] and sample data sequerté-k) for MAC input port A [7:0], Port B [7:0].

The full adders, 4:2 compressors, and 5:2 compresse necessary for partial product coefficients
that are a sum of two unsigned power of two areléemented as two block states of n: 2 compressor
reduction tree called as binary tree structure,sghiaputs are configured with the appropriate dbiftthe
given coefficients. The sum and carry signals fthencarry signals from the full adders are pipelinsing a
carry-save addition (CSA) techniques in order toeéase sampling rate and alleviate potential rguiglays

in the target FPGA device.

J' Coefficients x{ n}l
CoefReg DelayLineRe
CoefReg o T Delay[inellei

NS T -3
N § :E- + — E %
’ = L. A - ’ L
¢ DelayLineReg

CoefReg

Figure 8. Multiplexed data flow FIR filter usingi@ MAC.
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Figure 9. Data flow in FIR through merged MAC.
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The input data bus passes through the bit sli@ydor provide short interconnection distances o th
first row of 4:2 and full adders. The hardware tiegments for tap wittBy input data path bits anB;
intermediate accumulation path bits ttB) full adder and minimum o2B; flip flops. Figure 9 shows data
flow in FIR through merged MAC.

statep_mux000

« it e S, it a5, shik_peqf 4, st penlU 3t JeqlOZ, x sttt gL} ¢t gV

statep_mux0001<3>_imp

statep_mux0001<4>_imp

statep_mux0001<d>_imp

Figure 10. RTL schematic of data sequence to MAC.

The architecture proposed here is well suited t&ARmplementation only minor modifications
need to be considered to map it to the array. iitee faps of FIR is implemented in array columris<dinx
XC3S400 Spartan FPGA device. The architecture dfl&filter tap with two powers of two coefficienis
identical that shown in Figure 7(b) pipelined FlfRusture. Each of the bit slices for the tap regsiitwo
combinational logic blocks (CLBs) in the array @12 is required for implementation that is 18 rcavsl
12 columns. The extensive local routing capabitifytypical FPGAs can be used for majority of signal
within and between the taps. Figure 11 illustratesslocal routing required between CLBs, where owiu
“1” maps to the first set of 4:2 compressors antliom “2” maps to the second set of full adders. The
globally routed input data signals are distributsthg the horizontal and vertical nets runninglérgth and
width of the chip between the rows and columnsloBE

The primary concern is with routing of shift linetn most accumulation realization, the
accumulation path will have a wider word width ththe input data from shifter, in order to accowortthe
overflow and round off problems that are inherend idesign of this type. A tap with input data loitsvidth
B d and Bi accumulation path bits can thus be imgleted using 2Bi logic blocks. The final adder iiezph
by the filter can be implemented on FPGA. Typicl [Eonvolution operation have been implemented on a
XC3S5400 using this architecture. XC3S400 has aayaf CLBs. An input data word size is 8-bits wasd,
all of the column were required for the fifteendafphe maximum sampling rate for this particulasige is
66.91 MHz.

e

. .......
DLLLLE DO L GO DG

O

Figure 11. FPGA Filter Tap local Interconnection
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The Fir filter structure used for implementatiorthe application of input data pipelining to reduce
global signal distribution delays. Some detailsngflementation are given in table 1. For our Resian of
the 8 by 8-bit multiplier and adder by using merd@dC architecture 17-bit accumulator requires 0¥ ha
and 06 full adders, 16 (4:2) compressors, 03 mediifiompressors that is (5:2) compressors usedctrp
the multiplication process and 28 flip flops reguir The configuration logic blocks (CLBs) requiied216
and its operating speed is about 95.76 MHz. Thaydiel determined by the combinational delay of &DA
gate and a full adder which is for FPGAs typic&l98 nsec.

Table 1. FIR Filter using XC3S400 FPGA

Specifications Value
Input data 16-bits
Coefficient bits 16-bits
Intermediate data 16 bits
Filter Length 15 taps

Maximum sampling rate ~ 66.91 MHz

4. RESULTS AND DISCUSSION

The described FIR filter model architecture showifrigure 1 has been implemented in VHDL. The
model supports generic parameters so that wordHeaugd filter length can be adjusted to the apptica
requirements. Here, a signal word length of 16, bitefficient word length of 16 bits and a filtezpth of 15
taps required. The VHDL code has been synthesizety uXilinx Foundation 11.1Series software and the
experimental test of the proposed digital FIR filie done using Spartan-3 (XC3S400 PQ-208).Figure 1
shows the physical area utilized by the spatancdewnhich is 89%. Timing simulation shows that the
maximum operating speed of the multiplier is 66.3HaVi

4.1 Simulation Results

In order to compare between the merged architeetudeparallel architecture the digital FIR filter i
implemented on a Field Programmable Gate Array (&PGvo major CAD software tools were used;
Mentor Graphics and Xilinx 11.1 ISE tools. ModelSisnused for simulation; Fig.12 shows the simulatio
result of the proposed digital FIR filter using med MAC unit. The simulation result shows outputtfoeé
proposed design with input sequence x (n) and isgorésponse h (n) will give convolution output y. ffor
example consider input sequence x (n) =1, 2, 3nd impulse response h (n) =1, 1, 1, 0 then after
convolution will get output y (n) = 1,3,6,9,7,4 8osvn in Fig 5.

Q weawe - deFaulk 4| | =

| o)<l | ]l

hd|
o £
Zursor 1 233500 ns
e

Figure 12. Simulation result of digital FIR filter.

4.2 Experimental Results

The case of digital FIR filter unit is consideresiaacase of study for experimental test. Xilinx111.
ISE tool is used to synthesize the VHDL source cadé Modelsim mentor graphics 6.4c tool is used for
simulation. The bit map file is generated by Xilihl.1 ISE tools in which the bit stream is readybe
downloaded on the FPGA. The MX3MB0207-003-IM (Sparkit) is used for testing. Figure 13 shows the
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test bed for the digital FIR filter, the inputs améernally forced and the outputs are shown oered LEDs
as shown in Figure 13.

Figure 13. Test bed for digital FIR filter.

5. CONCLUSION

A new parallel FIR digital filter structure whick suitable for efficient implementation of filters
whose coefficient values are sums of power of telans were presented. By exploiting this architectur
using higher compressor for computation additioerapon, the constraints on the coefficient valubis
architecture yields extremely efficient and higleep programmable and custom implementations. dt ha
been shown that merged multipliers provide the trasie-off between speed and resource requiremengs.
synthesis results shows that the merged multiplidrbe useful for high sampling rate applicationsl
MHZ. The experimental test shows that the resultsetbeen validated.
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